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Abstract
Social desirability bias can be a problem in human-subjects-

research, if participants give answers they believe researchers
want to hear, instead of their true opinion. This is especially
concerning for sensitive topics, which are prevalent in Usable
Security and Privacy (USP) research, e.g. when asking users
about their security habits, experiences of digital abuse or
opinions on surveillance. While validated scales measuring
general social desirability bias exist, it is unclear how appli-
cable they are in USP. Besides the jarring context switch, it
is uncertain how well social desirability of security and pri-
vacy related behavior matches general social desirability. To
address this, we developed and validated a 13-item security
and privacy-specific social desirability scale (SP-SDS), (to-
tal N=1167). A correlation of τ = .43 between SP-SDS and
the established Marlowe-Crowne SDS confirms that social
desirability bias in USP is related to, but distinct from, gen-
eral social desirability bias. Based on our validated scale we
conducted a study with a representative US-sample (N=867)
for participants without a CS-background, to measure the
perception of social desirability for the behaviors contained
in the SP-SDS and to create a baseline for comparison with
other samples. Finally, we make recommendations for using
SP-SDS in USP studies.

1 Introduction

Biases in research are systematic errors that can occur in
all phases of the research process [65]. They exist in all re-
search [84] and can occur intentionally or unintentionally [83].
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Biases affect the validity and reliability of study results, and
misinterpretation of data can have significant consequences
for practice [84]. Biases in studies cannot be completely
avoided, but measures can be taken to reduce biases, e.g. ran-
dom sampling to minimize selection bias [83]. Some biases
which have been investigated and discussed in Usable Secu-
rity and Privacy (USP) research are sampling bias from online
sampling [40, 71] or the focus on Western, Educated, Indus-
trialized, Rich, and Democratic (WEIRD) demographics in
USP studies [34], and biases and differences in different study
environments [85], as well as self-reporting and social desir-
ability bias [72]. Many studies in USP rely on self-reported
data from participants, and especially for large-scale stud-
ies, data is often collected through surveys. This means that
our conclusions and findings may be susceptible to social
desirability bias, especially where studies measure sensitive
behavior, such as experiencing online abuse [1, 55, 95, 102]
or personal security practices [23, 37, 82] or collect opinions
on sensitive topics, such as surveillance [18, 21, 28, 29, 76].
Social desirability bias is the tendency to give answers in
surveys that do not reflect true opinions, but rather socially
desirable behavior. The resulting overestimation of socially
desirable behavior and underestimation of undesirable behav-
ior can lead to a bias in study results. It is therefore important
to recognize situations in which social desirability bias can
occur and to determine the extent of the bias so that it can then
be taken into account and corrected accordingly [43]. There
are several general validated scales to measure social desir-
ability bias [15, 66]. However, since these scales ask about
participants’ behavior in areas not at all related to USP, it is
not clear whether social desirability bias in general contexts
is transferable to more specific contexts [22], such as USP.
In addition, including such scales can represent a significant
context-switch for participants.

Therefore, we developed and validated a security and pri-
vacy social desirability scale (SP-SDS)1 with a specific focus

1the finalized scale can be found in an easy to grab format on the fol-
lowing website: https://www.besec.uni-bonn.de/for-researchers/
sp-sds
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on end users, as they are the largest demographic interacting
with privacy and security topics and still frequently studied
demographic in USP. We followed recommended scale de-
velopment processes such as described in Votipka et al. [101]
and Boateng et al. [9].

First, we developed a pool of items and tested them for com-
prehensibility (N=16) and suitability (N=30). We based the
structure of our scale on the classic Marlowe-Crowne social
desirability scale (M-C SDS), which is the most widely used
scale in information system research [48]. We then conducted
a principal component analysis (N=297) for item reduction,
identifying five components relating to different types of so-
cially desirable security and privacy behavior, and confirmed
the five-factor structure using a confirmatory factor analy-
sis (N=824). We found that responses to SP-SDS exhibit a
medium correlation (Kendall’s τ=.43) with M-C SDS and
smaller correlations with a different general Social Desirabil-
ity Scale (SDS) (τ=.26) and a context-specific SDS (τ=.17).
This shows that social desirability bias in USP is related to
more general types of social desirability bias, but the concept
is nevertheless distinct and we recommend using SP-SDS
in USP studies. Our finalized scale includes 13 security and
privacy items and allows USP researchers to measure how
prone their participants are to the social desirability bias to
aid in interpreting their data.

We further conducted a calibration study to elicit the pro-
portions of people who classify the behaviors covered by
the SP-SDS as socially (un)desirable with a representative
US-sample for participants without CS background (N=867).
The resulting proportions can be used as weights when cal-
culating weighted social desirability scores which take into
account that not all behaviors are perceived as equally socially
(un)desirable. We provide guidance on interpreting the result-
ing SP-SDS scores by providing a baseline distribution of
social desirability scores, to which researchers can compare
their sample. Since our score was developed for and only vali-
dated with participants without a CS background, researchers
using it should take care that their samples fit this criterion,
e.g. by asking about participants’ experience and background
with respect to computer science.

2 Related Work

In the following we discuss biases, specifically social desir-
ability bias and introduce prior work on general and context-
specific SDS in other domains. Finally, we present prior re-
search on biases in USP.

2.1 Biases
Biases are systematic errors, which can be present through-
out the research process, from planning, through data collec-
tion and analysis, to reporting and publishing research [65].
They may be introduced by the researcher, e.g. experimenter

bias [56, 103] regarding behavior [75] or inherent characteris-
tics of the experimenter [17,19,51,104], or by the participant,
e.g. social desirability bias [19, 30, 48, 49] or self-reporting
bias [64, 72], occur in the data collection process, e.g. sam-
pling bias [34, 71] or environmental factors bias [23, 85],
analysis process, e.g. confirmation bias [39, 52, 89], or as
publication bias in the community as a whole [79, 80].

Social desirability bias often occurs when asking about
sensitive topics on self-report measures [26] and is consid-
ered one of the most prominent response biases in survey re-
search [48]. Sensitive survey questions generally lead to com-
paratively higher non-response rates or greater measurement
errors in the responses than questions on other topics [98].
Misreporting on sensitive topics occurs quite frequently and
is largely situation-dependent, with the extent of misreporting
depending on whether the respondent has something embar-
rassing to report and on the design features of the survey [98].
It is a more or less motivated process in which respondents
adapt their statements in order not to embarrass themselves
in front of the interviewer or to avoid repercussions from
third parties [98]. Several studies compared methods of data
collection on sensitive topics, e.g. [13, 44, 97].

In an evaluation of different methods to collect survey data
on sensitive topics, the methods did not differ in response
rates, but influenced the extent to which sensitive behaviors
were reported: Computerized self-administration increased
respondents’ willingness to make potentially embarrassing
admissions in surveys [97]. In another comparison of three
different survey administering strategies, Kreuter et al. found
that each performed best on a different error metric of unit
non-response, item non-response and reporting accuracy, so
the choice of survey mode could depend on which source
of error is most important in a survey [44]. Coutts and Jann
tested two techniques trying to provide anonymity to respon-
dents’ to reduce socially desirable responses: the randomized
response technique, where a randomizing device is used to
determine whether the respondent answers the sensitive ques-
tion truthfully (the result is only known to the respondent) and
the unmatched count technique, where the participants are
randomly divided into two groups (with only one group being
asked the sensitive question) and only indicate the number
of behaviors which apply to them [13]. While the random-
ized response techniques were problematic, the unmatched
count technique was a more promising approach for a self-
administered setting [13]. However, social desirability bias
still occurs to an extent even in anonymous online surveys,
and meta-analyses have found that the influence of data col-
lection method is negligent [20, 69]. Kwak et al. conducted
a literature review and found that, social desirability bias is
rarely addressed in information system studies that use self-
reported measures and where it has been mentioned, it was
not adequately addressed [48].



2.2 Social Desirability Scales

Social desirability scales can assess the extent of social desir-
ability bias and can be used to control this bias [49]. They
are easily compatible with online surveys, in contrast to other
alternative strategies for avoiding social desirability bias [49],
such as using EEG data [5], and techniques to provide more
anonymity to participants, like the randomized response or
unmatched count technique [13].

The M-C SDS is one of the most used scales for measuring
general social desirability bias [6, 68, 74]. It consists of 33
items, which describe behaviors that are either socially desir-
able and improbable of occurrence, or socially undesirable
but frequently occurring [15]. Respondents answer “true” or
“false” whether the behaviors apply to them personally [15].
Since the original questionnaire is lengthy, various short-
forms have been developed [74, 87]. Other general scales
used to detect social desirability bias are the Social Desirabil-
ity Scale–17 [88], the Self-Deception Questionnaire [77] and
the Balanced Inventory of Desirable Responding (BIDR) [67].
Some, like BIDR consist of two constructs: self-deceptive
positivity and impression management [67], while others, like
the M-C SDS or the Social Desirability Scale–17 [15,88] have
only a single factor. To measure social desirability bias in spe-
cific domains, various context-specific scales for measuring
social desirability have been developed over time. Some ex-
amples are the Environmental desirability responding scale
(EDRS) [22], and scales for the food safety area [38], in busi-
ness contexts [54] and for children [14].

2.3 Biases in USP

Biases have also been observed in USP studies, including
research focused specifically on biases. Prior work detected
differences due to the study environment, e.g. between online
and laboratory studies [23, 85]. (Environmental factors bias)

The influence of data collection methods and sampling
strategies have also been investigated, focusing on the rep-
resentativeness of online crowd sourcing platforms, with the
degree of representativeness of MTurk workers’ responses
changing over time [40, 71, 94]. Differences were also iden-
tified between recruitment channels for software developer
participants [41, 92]. Most participants in USP studies belong
to the WEIRD demographic group [34]. (Sampling bias)

Priming participants can cause bias and by not priming
the participants, biases such as demand characteristics can be
avoided [45]. Studies with students, freelancers and company
developers, who were either primed to securely implement
password storage or did not receive this security priming,
showed that priming can have a large influence on perfor-
mance [58–61]. On the other hand, using deception in the
study design did not change the outcome of a study on pass-
word storage [16]. (Experimental procedure bias)

Redmiles et al. compared survey data to field measure-

ments on software updates to investigate social desirability
bias and found that they differed systematically, with respon-
dents reporting faster update speeds for themselves in the
survey than were measured in the field data, and recommend-
ing even faster update speeds [72]. Given that USP research
encompasses various sensitive topics, we believe that social
desirability bias is relevant to our community. As the cur-
rently available SDSs measure social desirability bias in a
more general context [15, 67] or in different contexts than
USP [22, 38, 54], we believe a USP specific SDS is beneficial.

3 Study Design

USP research encompasses studies with different types of
users, among them marginalized groups [1, 102] and special-
ists like software developers [58,91] or administrators [78,96].
Different groups vary in their perceptions and behaviors re-
lated to privacy and security, e.g. by their expertise in the area
of security and privacy [11, 12, 37, 46], and thus may also
differ with respect to their perception of social desirability of
such behaviors. We wanted to develop a scale that was appli-
cable to a large demographic and chose to focus the design
and validation process of the SP-SDS on end users without a
computer science (CS) background as the target population.

We followed recommended scale development processes,
such as described in Boateng et al. [9], which is outlined in
recent efforts in scale development in USP [10,24,33,81]. We
first generated an initial item pool and evaluated content va-
lidity using an expert focus group. We used two pilot studies
(N=16, N=30) to test the comprehensibility of the items. For
all further studies, we used the representative sampling feature
on the crowd-sourcing platform Prolific 2, based on data from
the US-census bureau on age, gender and simplified ethnicity.
However, we screened out participants with a background in
CS, since they were not our target population. We refer to
these samples as non-CS US samples. Participants were com-
pensated with £9/hr based on duration estimates. Participants
with CS background received partial compensation for their
time taken to finish the screening questions.

The demographic information on our study samples are in
Table 2. In the next step, we conducted a scale development
study (N=297) to determine the factor structure of our scale
and remove inconsistent items. In a validation study, with
a new sample (N=824), we confirmed the factor structure
from the scale developing study and evaluated the SP-SDS’
reliability and validity. Finally we conducted an additional
calibration study (N=867) to determine population levels of
social desirability for the behaviors included in our final scale.
This allows future users of the SP-SDS to weight responses
by their social desirability. We provide the measurement in-
struments used in our studies on OSF3.

2https://www.prolific.com/
3https://osf.io/v5rph/?view_only=

429ec281ad504b5499206e5af323c1bf
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3.1 Ethics
Our project was approved by the ethics review board at one
of our institutions, and we complied with the General Data
Protection Regulation. Data was collected anonymously, and
we informed our participants about the study and our data
collection process before the start of their participation. As
the aim of the study is to measure social desirability bias, par-
ticipants in the scale development and validation study were
only informed that we were asking questions about computer-
related and general behavior, but not about the full aim of
the study. This was necessary as otherwise the answers to
our survey questions could have been influenced. Participants
were fully informed at the end of the study.

4 Item Generation

We based the questions on the M-C SDS. This means that our
items represent either socially desirable and rarely occurring
behaviors or socially undesirable, but frequently occurring
behaviors. We refer to this condition as item requirements in
the following. Items that contain socially desirable, but rare
behaviors are coded as true, meaning that the social desirable
answer to this would be "Yes, I do this behavior". Conversely,
items with frequent but undesirable behaviors are coded as
false. For analyses throughout this paper, we recoded those
items coded as false before further analysis.

4.1 Initial Item Generation
We started generating items by adjusting general items from
M-C SDS to a more security or privacy related context, e.g.
the M-C SDS item “If I could get into a movie without pay-
ing and be sure I was not seen I would probably do it” was
modified to “If I knew I wouldn’t get caught, I would watch
movies illegally”. To supplement this item pool, we asked CS
and IT Security students, who were enrolled in an empirical
methods course and had already studied social desirability
bias to come up with additional security and privacy related
socially desirable behaviors. This led to a total initial pool of
373 items. We removed duplicates, adapted the phrasing and
supplemented this item pool by additional items we gener-
ated based on the topics of interest we identified in the initial
item pool, leading to 95 filtered items. The items covered the
following topics: AI, backups, encryption, illegal behavior,
installation, network, passwords, phishing, privacy policies,
programming, and updates. There were 18 items which do not
fit into any of the topics above. We removed 18 items not suit-
able for end users, most of which belonged to the categories
of programming and network.

The item pool was then separately presented to two ex-
perts. The first person is familiar with biases and study design
from their experimental work and the second person has previ-
ously done work on social desirability bias specifically. After

considering their comments, an additional 17 items were re-
moved and phrasing was further improved. Reasons for the
removal of items were ambiguous wording, insufficient item
requirements and lack of applicability to the target group.

4.2 Expert Review
The remaining 60 items were discussed in a brainstorming
meeting with six researchers with experience in conducting
human subject studies in USP, i.e. those who we expect to
use the scale in their studies. The item pool was presented
to the researchers, and they were then asked to discuss each
item in terms of wording and suitability for measuring social
desirability. As a result, 23 items were excluded, some items
were rephrased and two new items were added.

4.3 Piloting
To ensure that the items were understandable for the target
group, 16 participants that did not have a CS background
were recruited from different age groups (20-30 years old,
30-40 years old, 40-50 years old, 50+ years old) for our first
pilot study. Starting with the youngest age group, participants
were asked to rate every item according to how socially de-
sirable they think a given behavior is, and how many users
they think exhibit this behavior. A 7-point Likert scale from
"Very undesirable" (1) to "Very desirable" (7) was used for
the first assessment, with an additional response option being
"I don’t understand the statement". A slider from 0 to 100%
of users was used to measure the estimated percentage of
end users exhibiting these behaviors. The items presented
in the pilot studies are in Table 7 in the Appendix. The sur-
vey was conducted via Zoom or in person, depending on
participant preferences, to clarify any ambiguities immedi-
ately. Participants completed the survey for themselves and
were encouraged to ask questions as soon they had trouble
understanding anything. Researchers were available for direct
feedback. After each participant, we used the feedback to
improve the items. As soon as at least two people in an age
group had no more suggestions for improvement, the next age
group was surveyed. Four items were adapted by explaining
the (technical) terms they contained.

We then recruited 48 additional participants on Prolific. We
screened out 15 participants based on failed comprehension
checks, 3 based on failed attention checks and 5 participants
with missing values. To identify participants with CS back-
ground we asked the following questions:

• Are you working or have you ever worked in an area
related to computer science?

• Are you or have you studied something related to com-
puter science?

• Do you have hobbies related to computer science?



We count participants who answered “Yes” to at least one of
these questions as participants with CS background. 22 out of
41 participants had a CS background. We found that partici-
pants with a CS background found the behaviors more desir-
able (Mdn=6) than those without a CS background (Mdn=5)
(r=.15) but also believed they were more frequent in the
general population (MdnCS=30% vs Mdnnon-CS=25%, r=.15).
For individual behaviors, such as watching movies illegally
(MdnCS=5.5 vs Mdnnon-CS=3) and reading terms and condi-
tions (MdnCS=6 vs Mdnnon-CS=4), differences in median so-
cial desirability were as high as 2 or 2.5, which can represent
a perception flip from desirable to neutral on our measuring
instrument. Given that prior work also showed differences in
reported behavior and mental models between experts and
non-expert in IT security [12,27,37,46], we decided to screen
out participants with a CS background from further studies.
To do this, we provided a definition of computer science 4,
examples of computers science related jobs 5 and used the
questions presented above.

We recruited 71 participants on Prolific for our second
pilot study. Prolific does not contain pre-screeners specifically
based on CS background, but allows screening within the
surveys deployed on their platform. We screened out three
participants based on failed attention checks, 28 who indicated
a CS background meaning they did not fit our target group and
excluded 2 with missing values, resulting in 38 participants
for our analysis.

The participants were asked to complete a similar survey as
in the first pilot study. However, mirroring the question format
of the M-C SDS [15], these questions were binary and asked
for participants’ judgment on whether the behavior in the state-
ment was socially desirable, and whether the behavior in the
statement was realistic. We still provided an option to indicate
problems understanding the statement. As we identified some
difficulties in understanding the term “social desirability” in
the first part of our pilot study, we included a validated item
from the M-C SDS as a comprehension check and excluded
participants from the analysis who classified the socially de-
sirable item “I’m always willing to admit it when I make a
mistake” as undesirable since we cannot check whether the
participants’ opinion on this item simply differs from the
general public or whether the term “social desirability” was
misunderstood. To consolidate this decision, we compared the
responses of the two groups (number of items rated as socially
desirable) using a Wilcoxon Rank Sum test, assuming that

4Computer Science is the study of computers and computational systems.
Computer scientists deal mostly with software and software systems; this
includes their theory, design, development, and application. Principal areas
of study within Computer Science include artificial intelligence, computer
systems and networks, security, database systems, human computer inter-
action, vision and graphics, numerical analysis, programming languages,
software engineering, bioinformatics and theory of computing. (source:
https://undergrad.cs.umd.edu/what-computer-science)

5Examples of computer science related jobs are: Data scientist, network
administrator, software developer, IT Project Manager

abbreviation socially undesirable realistic decision
AI forbidden 16.67 26.67 accept
annoyed 23.33 33.33 reject
back up 46.67 13.33 reject
check AI 10.00 23.33 accept
check HTTPS 43.33 23.33 reject
check backup 36.67 13.33 reject
check leaks 26.67 13.33 accept
check program 6.67 43.33 reject
clicked link 23.33 33.33 reject
data collected 30.00 20.00 accept
different passwords 10.00 23.33 accept
disclose AI 33.33 16.67 reject
encrypt mail 36.67 6.67 reject
ignore update 26.67 36.67 accept*
ignore warnings 20.00 46.67 accept*
illegal movies 23.33 16.67 accept
install updates 40.00 30.00 reject
laughed 23.33 40.00 reject
lock device 16.67 50.00 reject
log out 6.67 63.33 reject
looked screen 43.33 10.00 reject
mail attachment 23.33 26.67 accept
personal password 50.00 20.00 reject
pirated software 16.67 23.33 accept
policy access 20.00 20.00 accept
polite online 10.00 20.00 accept
random passwords 53.33 13.33 reject
read messages 30.00 26.67 accept
read policy 30.00 16.67 accept
read terms 16.67 20.00 accept
required cookies 30.00 46.67 reject
reuse passwords 20.00 23.33 accept
secure passwords 16.67 26.67 accept
share passwords 40.00 30.00 reject
smashing computer 16.67 26.67 accept
troll comment 30.00 20.00 accept
turnoff location 26.67 20.00 accept
two fa 23.33 40.00 reject
write password 46.67 20.00 reject

Table 1: Pilot study (N=30) results in percent. Bold values
mean that our inclusion criteria are fulfilled. * means we
overrode these decisions.

participants who failed our comprehension check would an-
swer inconsistently and differently. We found that participants
who rated the M-C SDS item as undesirable (Mdn=11.5) dif-
fered in their assessment of social desirability from those who
rated it as desirable (Mdn=32), z=-3.039, p=.0024; r=.493.
We therefore removed 8 participants and used the remaining
30 for our further analysis.

A total of four items were marked as hard to understand
once each but since the participants did not provide a rea-
soning in the following free text field, we examined these
items, but ultimately did not adjust their phrasing. Based on
this study, we retained items where no more than 30% of
respondents rated the behavior as undesirable or as realistic,

https://undergrad.cs.umd.edu/what-computer-science)


to ensure that our items could measure social desirability. A
total of 19 items were removed, 11 due to the social desirabil-
ity assessment. We kept the items ignore warning and ignore
update despite their rating as realistic by 46.67% and 36.67%
of participants.

Prior work shows that security warnings are in fact often
ignored by users [73, 90, 99], with click-through-rates as high
as e.g. 70.2% for google Chrome’s SSL warning in 2013 [3]
and 62.4% in 2018 [73], making it likely that users have at
least once ignored a security warning. Similarly, ensuring
timely update behavior has been investigated for multiple
user groups [96], including end users [57,72,100], as delayed
updates are a considerate problem for IT security [70, 93].

This research shows that despite a fairly high proportion of
our pilot participants believing this behavior is realistic, it is
actually not, leaving the items as suitable for our scale. The
exact proportions for all items are shown in Table 1.

5 Refining the Scale - the Scale Development
Study

In order to reduce the number of items on our scale and eval-
uate its factor structure, we recruited more participants and
performed a Principal Components Analysis (PCA). This sec-
tion describes the methodology and results of the PCA. The
participants saw the remaining 20 items, which we retained af-
ter the two pilot studies, and indicated with true/false whether
the statements applied to them personally or not. To avoid
biasing participants, participants were told that we wanted
to gain insights into computer-based behaviors in our survey
and were told the actual purpose of the study at the end.

5.1 Participants
We recruited 516 participants. We screened out 5 participants
who took part in the survey twice, 212 participants with CS
background and excluded 2 with missing values in our 20
true/false items. After removing these participants, we re-
tained 297 participants in our analysis. As per guidelines
used in other scale development studies, our final sample in-
cluded at least 10 participants per scale item included in the
study [24,33]. Participants were compensated with 0.75 USD.

5.2 Results
A PCA was conducted to examine the factors of our scale.
We calculated the polychoric correlation matrix. The items AI
forbidden, check AI, check leaks, mail attachment, read mes-
sages, smashing computer and turnoff location were removed
because they only had polychoric correlations below .3. Since
we intend to measure behavior related to social desirability,
if individual items have too low correlations with the rest,
this might not be the case for them, so we excluded them. A
PCA was conducted on the 13 remaining items with oblique

Item Scale
Development

Scale
Validation Calibration

total N 297 824 867

Gender
Woman 52.86% 57.16% 52.02%
Man 46.13% 41.62% 38.75%
Non-binary 1.01% 0.85% 1.85%
Self-described 0% 0.12% 0.46%
No Answer 0% 0.24% 6.92%

Age
Minimum 18 18 18
Maximum 89 86 84
Mean 47.50 47.71 47.26
Standard deviation 15.87 15.1 15.60
No answer 3.37% 0.02% 8.65%

Ethnicity
White 70.03% 70.27% 67.36%
Black 11.45% 8.86% 10.38%
Mixed 7.07% 6.92% 6.34%
Asian 6.40% 7.77% 5.88%
Other 4.04% 4.61% 2.65%
No Answer 1.01% 1.58% 7.38%

Education
Professional degree 2.02% 2.31% 1.61%
Doctoral degree 2.36% 1.33% 1.85%
Master’s degree 11.78% 12.62% 14.65%
Bachelor’s degree 34.01% 35.80% 32.87%
Associate degree 10.44% 12.50% 9.34%
Some college (no degree) 18.18% 20.15% 18.34%
Technical certification 4.71% 2.31% 2.42%
High school (including
GED)

16.16% 12.14% 11.76%

Less than High School 0.34% 0.85% 0.35%
No answer 0% 0% 6.81%

Occupation
Employed full-time 45.79% 48.06% 47.87%
Employed part-time 15.82% 17.96% 17.07%
Contract or temporary 1.35% 0% 0%
Retired 13.80% 12.86% 13.49%
Unable to work 3.03% 2.67% 1.04%
Unemployed 9.43% 9.83% 8.42%
Other 10.10% 8.00% 4.84%
No answer 0.67% 0.61% 7.27%

Table 2: Demographic information (Percentage) for the par-
ticipants in the scale development, validation and calibration
studies.

rotation (oblimin). The Kaiser-Meyer-Olkin measure verified
the sampling adequacy for the analysis KMO = .74 ("good"
[25]), and all KMO values for individual items were >.62,
which is above the acceptable limit of .5 [25]. Barlett’s test
of sphericity, χ²(78)=1091.49, p<.001, indicated that corre-
lations between items were sufficiently large for PCA. An
initial analysis was run to obtain eigenvalues for each com-
ponent in the data. Five components had eigenvalues over
Kaiser’s criterion of 1 and in combination explained 68.2%
of the variance. The scree plot was ambiguous so Kaiser’s



criterion was used, and five components were retained in the
final analysis. Table 3 shows the factor loadings after rotation
and table 4 the structure matrix. The items that cluster on the
same components suggest that component 1 represents data
protection, component 2 passwords, component 3 illegal be-
havior, component 4 online behavior and component 5 ignore
(security) advice.

To measure the internal consistency reliability, we used the
Kuder-Richardson formula 20 (KR-20), which is intended
for dichotomous data [53, 63]. The internal consistency co-
efficient according to KR-20 is .76 and is considered accept-
able (>0.7) [53, 63, 86]. We calculated the item-total correla-
tions of our scale, which indicates that reliability could not
be substantially improved by removing an item.

6 Finalizing the Scale - the Validation Study

We recruited another sample to validate our scale. The partic-
ipants were presented the 13 items remaining after the PCA
and again had to indicate with true/false whether the state-
ments applied to them. To test validity, we added three further
social desirability scales. These were the M-C SDS [15], the
BIDR [66] and the Environmentally Desirable Response Scale
(EDRS) [22]. In addition, we asked the participants directly
whether they were susceptible to social desirability. The first
of three such questions asked directly how likely they were
to admit to negative behavior in the survey. The two others
were based on prior work suggesting two sub-constructs of
social desirability: self-deceptive positivity and image man-
agement [66, 67].

6.1 Participants
We recruited 1398 participants. We screened out 23 partici-
pants that who took part in the survey more than once, 509
participants with a CS background, and removed 4 partici-
pants, who did not give consent, 23 participants that did not
complete our survey and 6 participants that answered our sur-
vey in under 5 minutes (with mean completion time: 14.7
minutes, Q1=9.5 minutes, Q3=16.1 minutes).

We additionally removed participants with missing answers
to the SP-SDS items. After removing these 9 participants, we
had 824 participants for our analysis. For some parts of the
analysis we excluded another 19 participants with missing
values in other scale items. Participants were compensated
with 2.25 USD.

6.2 Results
To confirm our identified components from the PCA, we con-
ducted a Confirmatory Factor Analysis (CFA). We calculated
the following fit indices: the Root Mean Square Error of Ap-
proximation (RMSEA), the Standardized Root Mean Square
Residual (SRMR), the Comparative Fit Index (CFI), and the

Tucker-Lewis Index (TLI) [9]. We did not consider the chi-
square goodness-of-fit test which is unreliable for a large sam-
ple size, such as the one in our study [24, 33, 36]. All indices
indicate a good fit. CFI=.978 and TLI=.969, which is above
the recommendation of .95. The RMSEA was .039, which is
below 0.05, indicating a close, good fit and SRMR was .037,
also indicating a good fit, as it is below 0.08 [9]. The KR-20
reliability is .77 and is considered acceptable [53, 63, 86].

To measure the convergent validity of the SP-SDS we cal-
culated correlations (Kendall’s τ) between SP-SDS and other
social desirability scales. Our scale has significant positive
correlations with all other tested scales. We found a medium
positive correlation (rτ=.431, p<0.001) between the SP-SDS
and the M-C SDS indicating that our scale measures the same
concept as the M-C SDS and yet they still differ from each
other. We also found positive, but smaller correlations be-
tween SP-SDS and BIDR (rτ=.262 , p<0.001) and SP-SDS
and EDRS (rτ=.174, p<0.001) indicating that our scale shares
some conceptual overlap with the others. Given that we started
our item generation by adapting items from M-C SDS, the
higher correlation that with the other general SDS, BIDR,
makes sense. The correlation with the EDRS, which mea-
sures social desirability bias in the, different, environmental
context, is the smallest. We conclude that our scale measures
the concept of social desirability, as these other scales do,
but the larger correlation coefficients with the general SDS
indicate that social desirability bias differs by context, and
our scale is focused on the domain of security and privacy
related behavior.

We also investigated the relationship between our three ad-
hoc questions directly asking whether participants believed
themselves to be susceptible to social desirability bias. Since
the first question was formulated as a Likert item, we used
Spearman’s rank-order correlation to determine the relation-
ship between the likelihood of admitting to behaviors that
could be seen negatively in surveys and the SP-SDS score.
The correlation was negligible, but negative (ρ=-.07, p=.051).
We conducted a Wilcoxon Rank Sum test for the other two
questions. Participants who stated that they gave answers that
seem more acceptable to others rather than their true opinions,
have lower SP-SDS scores (Mdn=5) than participants who an-
swered that they did not give answers that seem more accept-
able to others rather than their true opinions (Mdn=6), but the
difference was not statistically significant, z=-1.44, p=.149;
r=-.05 Participants who stated that their answers were influ-
enced by the way they want to see themselves have higher SP-
SDS scores (Mdn=6.5) than those who stated their answers
were not influenced by the way they want to see themselves
(Mdn=6), z=-2.19, p=.029; r=-.08.The relationship between
the three ad-hoc questions and the SP-SDS score is weak
and somewhat contradictory. For the first and second ques-
tion, participants who answered this question in a socially
desirable way, also had higher scores on the SP-SDS, but the
effect sizes were small in both cases. For the third question, it



item data protection passwords illegal behavior ignore (security) advice online behavior
read policy 0.91 0.00 -0.04 -0.02 -0.05
read terms 0.87 -0.01 0.07 0.01 -0.01
policy access 0.84 0.00 0.06 -0.08 0.07
data collected 0.66 0.04 -0.13 0.17 0.03
reuse passwords 0.00 0.87 0.01 -0.06 0.03
different passwords -0.02 0.85 -0.01 0.01 0.07
secure passwords 0.09 0.52 0.05 0.24 -0.32
pirated software -0.04 0.01 0.91 0.00 -0.02
illegal movies 0.05 0.00 0.87 0.02 0.03
ignore warnings -0.03 -0.01 0.04 0.84 -0.04
ignore update 0.04 0.00 -0.01 0.75 0.13
troll comment -0.01 0.05 0.02 -0.05 0.83
polite online 0.04 0.01 0.02 0.15 0.75
Eigenvalues 2.77 1.78 1.64 1.43 1.39
% of variance 21.0 13.5 12.5 10.6 10.6

Table 3: Oblimin rotated factor loadings (N=297)

item data protection passwords illegal behavior ignore (security) advice online behavior
read policy 0.89 0.14 0.19 0.21 0.04
read terms 0.88 0.16 0.29 0.25 0.09
policy access 0.84 0.15 0.27 0.16 0.15
data collected 0.69 0.17 0.09 0.34 0.10
reuse passwords 0.14 0.86 0.19 0.12 0.14
different passwords 0.14 0.86 0.18 0.19 0.17
secure passwords 0.23 0.56 0.18 0.35 -0.21
pirated software 0.20 0.19 0.90 0.14 0.12
illegal movies 0.29 0.20 0.89 0.18 0.17
ignore warnings 0.19 0.16 0.16 0.83 0.05
ignore update 0.25 0.18 0.15 0.77 0.21
troll comment 0.08 0.15 0.14 0.05 0.83
polite online 0.16 0.15 0.17 0.25 0.78

Table 4: Structure matrix (N=297)

was the other way around, where participants that admitted
to giving socially desirable answers in this question, received
slightly higher scores for being susceptible to social desirabil-
ity bias, although the difference between the two groups was
small. The ad-hoc questions asked for the specific behavior
participants may have just partaken in, and were not validated
otherwise, consequently, this may have led to complex in-
teractions between social desirability bias and feeling put in
the spotlight about acting this way. As such, we believe the
contradictory results from this further analysis do not detract
from the validity of the SP-SDS.

7 Using the scale - the Calibration Study

We wanted to consider the fact that not all items are consid-
ered socially desirable by all people. For people who do not
consider a behavior to be socially desirable, their answer does

not depend on their susceptibility to social desirability bias,
and they will admit to a certain behavior regardless, since they
do not view it as undesirable. When calculating a score by
counting how many social desirable responses were given and
interpreting how much the person is affected by the social
desirability bias based on this, it can lead to incorrect con-
clusions. To illustrate this, we provide an extreme example.
Assume that all items are coded as true (i.e. they are socially
desirable but rarely true) and person A finds the first half of
the items socially desirable and the second half neutral (i.e.
they find it neither socially desirable nor undesirable). Person
B, on the other hand, finds the first half of the items neutral
and the second half desirable. Also assume that both A and B
are completely susceptible to social desirability bias, and thus
respond that they do the behaviors they consider to be socially
desirable. However, they freely report their actual behavior
(i.e. that they are not exhibiting the behavior) in answering the



other items, as their stance towards these behaviors is neutral
and they do not feel social pressure in answering these items.
When calculating scores by summing the number of socially
desirable responses, both A and B would have a medium
score, despite being completely susceptible to the bias. If A
and B were representative of the whole population, we would
need to adjust our scale accordingly. To take this into account,
we conducted an additional calibration study to measure the
levels of social desirability for each behavior in our scale for
our population of interest. We then use the degree of social
desirability for each item as weights when calculating our
score. For our calibration study, the participants were shown
the 13 items of the SP-SDS and were asked whether the be-
havior in the statement was socially desirable, and whether
the behavior in the statement was realistic with the binary
answer options “yes” and “no”.

7.1 Participants
We recruited 1746 participants. We screened out 20 partici-
pants who took part in the survey multiple times, 711 partici-
pants with a CS background and 144 who failed our compre-
hension check question. We also excluded 1 participant that
did not complete our survey and 1 straightliner, who always
answered “no”, regardless of the behavior in question.

We additionally removed 2 participants with missing val-
ues, resulting in 867 participants. Participants were compen-
sated with 0.90 USD.

7.2 Results
The proportion of participants rating the behavior in the SP-
SDS items as socially desirable is shown in Table 5. These
proportions range from 0.68 (for item read policy) to 0.84
(for item polite online), mean = 0.76. 42% of the participants
found all 13 items socially desirable, but the number of behav-
iors perceived as socially desirable differed widely (M=9.83,
SD=3.86)

To calculate an SP-SDS score, taking into account the dif-
ferent levels of social desirability from the calibration study,
each item response is weighted by the proportion of partici-
pants in our sample, who think it is socially desirable. Since
the maximum possible score is then 9.83, which makes inter-
pretation unintuitive, we normalize the score, so the maximum
possible value of the SP-SDS is 1 and the minimum is 0. To
calculate the social desirability score of participant j, use the
following formula with the weights from Table 5:

Score(j) =

13
∑

i=1
score ji ∗ pi

9.83

where score ji =

{
1 if j answers item i socially desirably
0 otherwise

and pi ∈ [0,1] proportion of people who consider i socially
(un)desirable. Scores can range from 0 to 1 with high scores
indicating probably biased responses.

7.3 Exploratory Comparisons for Demo-
graphic Subgroups

Prior work indicates that susceptibility to social desirability
bias may be different depending on demographic factors like
gender [7,8,35], age [4] or education level [31]. We conducted
an exploratory multiple regression to determine whether SP-
SDS scores may have been influenced by these demographic
factors. The baseline group in this regression was an Asian
man of average age (48 years), with less than a Bachelor’s
degree.

Age significantly predicted social desirability scores;
β age=0.005, p<.001, 95% CI [0.004,0.006]. Black and Mixed
ethnicity also significantly predicted social desirability scores;
βBlack=0.22, p<.001, 95% CI [0.14,0.30] and βMixed=0.13,
p=.002, 95% CI [0.05,0.21].The other computed standardized
regression coefficients were not as strongly significant and
ranged from β=-0.37 to β=0.1. The demographic regression
accounted together for R2=.14, 95% CI [.1,.19]. The results
of the regression are in Table 6.

This suggests that older people and people of Black, Mixed
or self-described ethnicity had higher SP-SDS scores and
were thus more susceptible to social desirability bias. A 45
year age difference would represent a similar difference in
mean SP-SDS scores as the difference in between Asian and
Black participants, a change in SP-SDS scores of about 0.23.
People with higher education levels than a Bachelor’s degree,
and people with a Bachelor’s degree had lower SP-SDS scores
(a change of -0.06 and -0.04 respectively, compared to par-
ticipants education lower than a Bachelor’s degree) and were
thus slightly less susceptible to social desirability bias.

Scores are additionally influenced by participants’ percep-
tion of social desirability of the behaviors included in the
scale, even though we weighted them in our score calculation.
As such, we believe that these effects are not practically rele-
vant enough to justify changing experimental procedures for
these demographic groups and that the statistical significance
we observe is due to our large sample size. Furthermore, our
sample was not balanced for all groups, for example non-
binary people and people preferring to self-describe their
gender were only a very small part of our sample, so even
though differences for these groups are larger than between
women and men, due to the smaller sample size, the effect
cannot be reliably estimated. However, we recommend that re-
searchers using our scale monitor differences in demographic
characteristics to evaluate our recommendation further.



abbrevation statement Socially desirable
data collected I am always aware of what personal data is collected by the platforms I use and

how it is used
0.75

different passwords I use different passwords for all my accounts 0.78
ignore update I never ignore software update reminders 0.73
ignore warnings I never ignore security warnings on my computer 0.79
illegal movies* If I knew I wouldn’t get caught, I would watch movies illegally 0.79
pirated software* If I knew I wouldn’t get caught, I would use pirated software¹

¹ use of software that is not properly licensed
0.83

policy access I always read the privacy policy before giving an app/application access to my
personal data

0.72

polite online I am always just as polite online as I am in the real world 0.84
read policy I always read the privacy policy completely before I agree to them 0.68
read terms I always read the terms and conditions completely before I agree to them 0.69
reuse passwords I never reuse passwords 0.69
secure passwords I only use secure passwords (passwords that are long and complex) 0.80
troll comment I have never considered posting a troll-comment¹

¹ comments that deliberately try to provoke an argument, conflict or emotional
reaction

0.74

Table 5: Ratings of the SP-SDS for end users without a computer science background in the calibration study (N=867). Items
coded “false” (marked with *) were recoded before analysis.

Predictor β 95% CI

Intercept 0.19*** [0.11,0.27]
Age 0.005*** [0.004,0.006]
Gender (Woman) 0.02 [-0.01,0.05]
Gender (Non-binary) -0.1 [-0.27,0.07]
Gender (Prefer to self-describe) -0.37 [-0.81,0.08]
Education (Bachelor’s degree) -0.04* [-0.07,-0.0003]
Education (higher than Bachelor) -0.06* [-0.10,-0.01]
Ethnicity (Black) 0.22*** [0.14,0.30]
Ethnicity (Mixed) 0.13** [0.05,0.21]
Ethnicity (Prefer to self-describe) 0.1* [0.005,0.19]
Ethnicity (White) 0.05 [-0.01,0.11]

Table 6: Demographic Regression with weighted social desir-
ability score as the outcome variable. * p < .05, ** p < .01,
*** p < .001

8 Limitations

Our target population for the SP-SDS was end users without
a computer science background. In the scale development,
validation and calibration studies, we used Prolific to recruit a
representative US-sample based on census-level data on gen-
der, age and ethnicity. Due to our screening questions filtering
out people with a background in computer science, regard-
less of their other demographic characteristics, the remaining
participants may not be representative of the US population
anymore. Prior research suggests that social desirability bias
varies by gender [7, 8, 35] with women being more prone
to social desirability bias [7, 8]. There are also differences

in age and education: older people are more likely to give
socially desirable answers [4], more educated people are less
like to give socially desirable answers [31]. In our exploratory
regression analysis, we identified statistically significant dif-
ferences in age, education level and ethnicity. However, we
do not judge them to be practically relevant in the sense that
researchers should adjust their study protocols to account for
the difference.

Furthermore, the SP-SDS is currently only validated based
on a US-sample, but the extent and patterns of social desirabil-
ity bias varies depending on the cultural background [7, 42].
Since many USP studies are also conducted with US-samples,
and our recruitment platform Prolific supports representative
sampling for some demographic characteristics for this pop-
ulation, we chose to develop our scale based on this sample.
Future work needs to examine the validity of the SP-SDS in
other cultural contexts.

We also excluded people with a computer science back-
ground from our studies, as our target population was end
users without a computer science background. Some of the
behaviors included in our scale may have a different degree
of social desirability for people with more experience in com-
puter science, specifically in IT security. For example, these
people might be more capable to determine whether a secu-
rity warning is a false positive, which has been shown to be
prevalent for browser certificate warnings security warnings
in the past [2]. As such never ignore warnings may not be so-
cially desirable for experts. On the other hand, the realism of
behaviors may also be affected. If participants use a password
manager to generate complex passwords and because they



do not have to remember them, they can afford to have only
secure passwords and different passwords for every account.
The validity of SP-SDS for other populations of interest in
USP research, like software developers or other people with
a computer science background, needs to be determined, but
since end users are still an important demographic of interest
at USP, we chose to first develop the SP-SDS for this popu-
lation. When using the SP-SDS, researchers should ensure
that their sample consists of end users for which the scale is
validated, e.g. by asking participants about their background
with respect to computer science.

The M-C SDS, which we used as the base of the SP-SDS
has several limitations, such as its length, outdated wording
and low reliability [6, 32]. It has also been criticized for rep-
resenting social desirability as a uni-dimensional construct,
measuring need for approval, while other studies on measur-
ing social desirability have identified more dimensions, i.e.
self-deceptive positivity and impression management [67]. In
addition, a recent meta-analysis tested the validity of SDSs,
with studies in their sample including, among others, M-C
SDS and BIDR, by investigating the relationship between
exhibited socially desirable behavior in economic games and
socially desirable responses [50]. They did not find consistent
links between behavior and responses [50]. However, since
we adapted and developed new items for SP-SDS, and the
factor structure differs in that our five factors represent differ-
ent groups of behaviors related to IT security and privacy for
which the perceived social desirability and behavior can vary,
these limitations do not directly transfer to SP-SDS. Never-
theless, to further test the validity of SP-SDS, we recommend
conducting a study where behaviors referenced in SP-SDS are
observed and measured in an objective way, while simultane-
ously applying the SP-SDS to be able to compare responses
to behavior directly, as has been done by Redmiles et al. [72].

9 Discussion and Recommendations for Using
the SP-SDS

We developed a security and privacy specific scale to measure
social desirability bias. We conducted four studies to develop
our scale: two pilot studies to test for comprehensibility and
suitability of our developed items, a scale development study,
where we reduced the included items and identified a five-
factor structure for SP-SDS and finally a validation study to
check the previously found factor structure. The resulting
scale demonstrated desirable psychometric properties such
as high fit indices for the factor structure, acceptable relia-
bility and convergent validity. We found that SP-SDS had a
medium size correlation with general M-C SDS and smaller
correlations with BIDR and a SDS from a completely differ-
ent context. This shows that our scale measures the concept
of social desirability, but specifically for the context of IT
security and privacy. We conducted an additional calibration

Figure 1: Distribution of the weighted scores calculated in the
validation study

study and suggest to calculate weighted scores to account
for different levels of social desirability in the items in our
scale. High values on the SP-SDS can be a warning sign for
researchers, that their data can be subject to social desirability
bias.

In the following we describe how researchers using the SP-
SDS, can interpret the resulting scores. To provide a baseline
for interpretation, we calculated the SP-SDS scores for the
participants in the validation study based on our weights and
formula described above. The distribution of the weighted
scores is shown in Figure 1. Researchers applying the SP-
SDS in their work can either compare the distribution of
their sample or the scores of individual participants to the
distribution in Figure 1. A distribution that is more skewed
towards 0 than in our validation study sample indicates that
social desirability bias is lower than in this baseline, while
a skew towards 1 indicates that social desirability bias is
higher. When comparing an individual participant’s score to
the distribution, researchers can assess the percentile that the
participant’s score is in, again with higher scores suggesting
higher social desirability bias. We provide percentiles for
direct comparison in Table 8 in the appendix.

Our exploratory comparison of social desirability bias be-
tween different groups suggested an influence of age and
ethnicity and prior work indicates that susceptibility to social
desirability bias may vary based on demographic factors like
gender [7, 8, 35], age [4] or education level [31]. Even though
we believe these differences are not large enough to warrant
changes to experimental design to compensate, we present dis-
tributions of SP-SDS scores for different demographic groups,
so other researchers can decide for themselves whether they
want to account for this. The distributions for different gender
are in Figure 2, for three age groups in Figure 3, for the three
groups of education level in Figure 4 and for different ethnic-
ity in Figure 5. These distributions and proportions can be
used for samples with specific characteristics in the same way



as the general proportions and distributions. Consistent with
our exploratory regression analysis, the distribution for the
higher age bracket is skewed a little more towards 1, while the
distribution for the lower age bracket is skewed more towards
0 than the middle age bracket. Similarly the distributions for
participants with Black and Mixed ethnicity are also skewed
more towards 1 and the distribution for Asian participants
more towards 0, although the smaller sample sizes make this
relationship less clear.

Figure 2: Distribution of the weighted scores in the validation
study, grouped by gender

Figure 3: Distribution of the weighted scores in the validation
study, grouped by age

Interpreting scores from a SDS comes with some difficul-
ties. Even though we filtered our initial item pool to only in-
clude behaviors which we and the additional experts involved
in our brainstorming session, believe to be rare, participants
may actually be able to behave in such a way. Without addi-
tional behavioral measures, it is hard to tell, which is the case.
However, measuring actual prevalence of behaviors, similarly
to Redmiles et al.’s work on updates [72] for some of the items
in the SP-SDS could help clarify this. Social desirability bias
is also not the only type of response bias affecting data quality.
Acquiescence bias is somewhat related to social desirability
bias but refers to the general tendency to respond positively,
with “yes” answers being selected more often than “no” an-
swers [47]. Memory bias [62] means that how well users
remember what they did in the past, regardless of whether

Figure 4: Distribution of the weighted scores in the validation
study, grouped by education levels

Figure 5: Distribution of the weighted scores in the validation
study, grouped by ethnicity

the behavior they are reporting on is socially desirable or not,
influences their responses.

10 Conclusion

When conducting human factors research on security and
privacy topics that utilize self-reported data, social desirabil-
ity bias is a common concern. In this paper, we develop the
SP-SDS to help to assess the potential impact. The scale
demonstrated high internal consistency and convergent va-
lidity. It enables USP researchers to estimate the extent of
social desirability bias with a focus specifically on security
and privacy.We additionally provide tools to compare the ex-
tent of social desirability bias for end-user samples without a
computer science background to a US-baseline for different
demographic subgroups.
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A Items

Items of the SP-SDS from the first pilot survey to the final
scale. The items marked with x in the SV column form the
final scale.



abbreviation t/f Statements SD SV CA
AI forbidden f I use AI for my work, even if it’s not allowed x
annoyed t I am never annoyed if people ask me to help them with their computers
back up t I back up my data every day
check AI t When I use an AI, I always double-check if the generated results are correct x
check HTTPS t I always check whether the website uses HTTPS¹

¹ protocol with which data can be encrypted and thus protected from
eavesdropping, URL begins with https if it’s used

check backup t I check that all my backups work
check leaks t I regularly check whether my passwords and e-mail addresses have been

found in data leaks
x

check program t I always check if the program is trustworthy before installing software
clicked link t I have never clicked a link in a mail without checking if it’s safe
data collected t I am always aware of what personal data is collected by the platforms I use

and how it is used
x x x

different passwords t I use different passwords for all my accounts x x x
disclose AI t I always disclose when I have used AI
encrypt mail t I always encrypt¹ e-mails containing personal data

¹ convert information in a way so that only
ignore update t I never ignore software update reminders x x x
ignore warnings t I never ignore security warnings on my computer x x x
illegal movies f If I knew I wouldn’t get caught, I would watch movies illegally x x x
install updates t I always install non-automatic (security) updates right away
laughed t I have never laughed about somebody’s lack of knowledge about computers
lock device t I always lock all my devices if someone else could access them
log out t I always log out of my accounts after using someone else’s device
looked screen t I have never looked at someone else’s screen without their permission
mail attachment t I have never opened a mail attachment without checking if it’s safe x
personal password t I have never used a password that contains personal data (e.g. birthday, pet

name)
pirated software f If I knew I wouldn’t get caught, I would use pirated software¹

¹ use of software that is not properly licensed
x x x

policy access t I always read the privacy policy before giving an app/application access to
my personal data

x x x

polite online t I am always just as polite online as I am in the real world x x x
random passwords t I only use randomly generated passwords
read messages t I have never read somebody else’s messages without explicit permission x
read policy t I always read the privacy policy completely before I agree to them x x x
read terms t I always read the terms and conditions completely before I agree to them x x x
required cookies t I always only agree to required cookies
reuse passwords t I never reuse passwords x x x
secure passwords t I only use secure passwords (passwords that are long and complex) x x x
share passwords t I have never in my life given my password to another person
smashing computer f There have been occasions when I felt like smashing a computer x
troll comment t I have never considered posting a troll-comment¹

¹ comments that deliberately try to provoke an argument, conflict or emotional
reaction

x x x

turnoff location t I always turn off location services when I don’t need them x
two fa t I use two-factor authentication (e.g. password and code from authentication

app)
write password t I have never written down my password (except within password managers

or other encrypted files)

Table 7: Pilotitems with codings true(t)/false(f) and changes from pilot in (blue). Items used for Scale Development (SD), Scale
Validation (SV) and Calibration (CA) are marked with x



B Response distribution percentiles

Percentiles for direct comparison:

Quantile Scores
0% 0
5% 0.08
10% 0.16
15% 0.23
20% 0.25
25% 0.31
30% 0.32
35% 0.38
40% 0.40
45% 0.41
50% 0.47
55% 0.48
60% 0.54
65% 0.56
70% 0.61
75% 0.63
80% 0.70
85% 0.77
90% 0.84
95% 0.92
100% 1

Table 8: Percentiles of weighted SP-SDS scores in the valida-
tion study
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