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Abstract

Adherence to data protection measures such as pseudonymization
or anonymization is critical in human subjects research because
it has a direct impact on the confidentiality of participants’ sensi-
tive information, trust in research practices, and compliance with
ethical and legal standards. Regulations such as the General Data
Protection Regulation (GDPR) and guarantees made by researchers
in informed consent forms mandate strict protocols for data secu-
rity. However, compliance with these is not always straightforward.
To gain qualitative insights into data protection practices in the
field of Usable Security and Privacy (USP), we conducted inter-
views with 22 practitioners (five professors, eight researchers, nine
data protection officers) and one focus group with five researchers.
Overall, our results show a high awareness of ethical and legal
responsibilities but highlight many practical and procedural issues.
Based on these, we make concrete recommendations on how to
improve the protection of personal data in research.
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1 Introduction

When conducting human-centered studies in the field of Human
Computer Interaction (HCI), researchers must adhere to legal and
ethical standards. Regulations such as the General Data Protec-
tion Regulation (GDPR) in Europe [63] or similar acts in the U.S.,
e.g., the California Consumer Privacy Act (CCPA), Virginia Con-
sumer Data Protection Act (VCPDA), Connecticut Data Privacy Act
(CTDPA), Utah Consumer Privacy Act (UCPA), or Nevada Privacy
Law and Senate Bill 220 (SB220) [9, 10, 35, 44, 45], mandate strict
protocols for data security and data protection. To comply with
ethical standards, researchers need to maintain participants’ pri-
vacy to avoid harm to the participants. Data protection measures,
such as anonymization and pseudonymization, help mitigate risks
like identity theft or misuse of sensitive information, aligning with
the obligation to do no harm. Additionally, breaches of personal
data not only harm participants directly but also erode trust in
researchers and potentionally discouraging future participation in
research.

It is worth noting that breaches of confidentiality can also have
legal consequences. Consequently, it is important that researchers
protect the personal data of their participants both for ethical and
legal reasons.

The Association for Computing Machinery (ACM) guidelines,
which must be adhered to when submitting to conferences like CHI,
also emphasize the importance of preserving the privacy of research
participants [1]. They reflect a broader ethical commitment within
the research community to ensure that all research activities are
conducted with the utmost respect for participant autonomy and
confidentiality.

However, in practice, adhering to ethical and legal standards
can be complex since researchers may face various issues (e.g.,
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legal ambiguities, lack of processes, and academic pressures) when
handling personal data. When reviewing our own practices, we saw
room for improvement and identified several issues we needed to
fix - some of which were straightforward and others more complex.
As researchers in the field of Usable Security and Privacy (USP),
we felt we could be doing better. Conversations with colleagues
painted a similar picture in other USP groups.

To explore the handling of personal data within the research
community, we conducted an exploratory, open-ended study. Our
aim was to understand the general measures in place to protect
the participants’ data, while also considering broader challenges
as raised by participants. Rather than assessing compliance with
specific legal frameworks, we sought to obtain an overview of
current practices and identify common issues faced by researchers
in our field. To get an overview of current data protection practices
in our field, we defined the following research questions:

RQ 1: How is personal data currently handled in USP research?

RQ 2: What challenges do USP researchers face when working
with personal data regarding data protection?

RQ 3: What processes are used to ensure proper data protec-
tion?

To answer these questions, we conducted 13 interviews with
primary and supervising researchers from the domain of USP, fol-
lowed by 7 interviews with 9 Data Protection Officers (DPOs) of
research institutions that have published in the field of USP. We
chose to study the USP community because most members possess
an understanding of security and privacy technologies, providing
both the awareness and capability to implement protective mech-
anisms. In addition, we wanted to gather insight into usability
issues concerning data processing, for which this community is
well suited.

Our study highlights that (USP) researchers are highly aware of
the importance for privacy-conscious data handling. They priori-
tize protecting participants’ data, complying with laws, upholding
ethics, and maintaining participants’ trust. However, our results
also show that managing personal data is often challenging for
researchers, sometimes leading to unintentional violations of data
protection regulations. We identified two main issues: First, there is
uncertainty about how to handle personal data during processing.
Researchers struggle with decisions like what qualifies as iden-
tifiable information and whether certain data should be deleted.
Second, even when aware of proper procedures, researchers often
face difficulties in following them due to external factors like time
constraints or pressure to publish, which can hinder the imple-
mentation of proper data protection practices despite their good
intentions.

Our results suggest that holistic processes that involve multiple
stakeholders and accompany the entire research project help to
ensure compliance. We thus argue for a more systematic approach
to data handling in USP research.

To this end, we provide actionable recommendations for all rele-
vant stakeholders, including researchers and organizations, aimed
at strengthening data protection processes in research and mini-
mizing the risk of harm to participants.
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2 Related Work

There are two closely related terms in the realm of data protection:
Personally Identifiable Information (PII) and personal data. While
both refer to information that can identify individuals, they differ
in context and scope.

PIT refers to any data that can directly identify an individual, such
as a name, social security number, or email address, and is widely
used in the United States [18]. The broader term personal data, on
the other hand, includes any information related to an identifiable
person, either directly or indirectly, which can encompass not only
PII but also pseudonymized or aggregated data that could still be
traced back to an individual [63]. This term is more used in Europe,
particularly under data protection laws like the GDPR [63].

In this paper, we primarily use the term personal data, as it covers
a wider range of information, including PIL.

2.1 Research Ethics

Research ethics emphasize participant rights and well-being. Safe-
guarding data protection and participants’ control over how their
personal data is used - referred to as informational self-determination
— are central to ethical research guidelines such as the ACM’s policy
on research with human subjects [1]. Institutional Review Boards
(IRB), introduced after WWII, have since become a standard re-
quirement for research involving human participants [26].

In recent years, traditional techniques to ensure participants’
informational self-determination have been critiqued. A growing
body of literature has shown the ineffectiveness of traditional in-
formed consent mechanisms [33, 62]: Consent forms tend to be
overly complex, mirroring the usability issues seen in privacy no-
tices, which leads to participants consenting without fully under-
standing the risks involved [52, 53, 58]. Also, anonymization, which
is frequently used as a protective measure, becomes increasingly
insufficient as advances in technology make it easier to re-identify
individuals from de-identified datasets [40]. Apart from these tech-
niques, IRBs have been critiqued for their bureaucratic processes,
which can delay research without necessarily preventing ethical
issues [7]. These problems stress the responsibility put on individ-
ual researchers to handle the personal data they collect with great
care, going above mere compliance with regulations [37, 66].

In the HCI community, the last years have seen a noticeable shift
toward improved research ethics, openness, and transparency: A
comparative study of CHI papers between 2017 and 2022 revealed
that practices related to acquiring IRB approval, reporting consent
collection, and being transparent about participant compensation
have significantly improved [56]. However, despite these develop-
ments, each of these ethical practices was still only observed in
around half of the CHI 2022 papers, indicating room for improve-
ment.

2.2 Legal Aspects

Data protection regulations like the CCPA in the U.S., the Personal
Information Protection and Electronic Documents Act (PIPEDA)
in Canada, and the GDPR in Europe have placed legal obligations
on researchers handling personal data [6, 9, 63]. These laws seek
to protect individuals by regulating the collection, processing, and
sharing of personal information.
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Among these regulations, the GDPR is recognized as particularly
stringent and far-reaching. Enacted in 2018, it applies not only to
entities within the European Union (EU) but also to any organiza-
tion that processes the personal data of individuals located in the
EU [21, 63]. A unique aspect of the GDPR is its broad definition of
personal data, which includes any information that can directly or
indirectly identify an individual. Pseudonymized data also remains
protected under the GDPR if it can potentially be traced back to an
individual [63]. However, even under GDPR, the provisions of the
overarching EU regulation allow for member states to specify some
aspects within their national laws [63]. As a result, navigating the
different legal frameworks across jurisdictions can be a significant
challenge for researchers [59]: Which laws are applicable does not
only depend on the location of the researcher’s organization but
also other factors (e.g., the country of residence of participants
[21, 63]) and the type of data [27]. The extensive body of work by
legal scholars explaining data protection regulations for scientists
showcases the complexity of the current laws [29, 64]. Legal ex-
perts have also tried to estimate the impact of GDPR on researchers
and their workflows [13, 22], but have not yet presented empirical
assessments of the actual effects.

The few existing investigations into actual compliance of re-
searchers when handling participants’ data in behavioral sciences
primarily stem from open-science-focused investigations. For that
reason, they are centered around data-sharing practices and touch
on issues of data protection only superficially. In these interview
and survey studies, the researchers under investigation report hesi-
tations to share their datasets due to concerns about compliance
with legal obligations [3, 32, 67], showcasing the contrary inter-
ests of open science and data protection. Hussey [28] also reports
the ethical concerns of authors (e.g., the protection of participants’
data) as a reason not to share data. Zillich et al. find that regula-
tions of data protection not only create a feeling of uncertainty but
pose a bureaucratic burden on scientists [69], highlighting the need
for clearer frameworks that balance data protection with scientific
openness. Hallinan et al. assessed the compliance with the GDPR
by researchers in terms of informed consent forms [25]. The au-
thors found that the 101 assessed psychological informed consent
forms deviate significantly from the GDPR. While the responsible
researchers seemed to be well-intended when creating informed
consent forms, they lacked the resources to fulfill their legal obli-
gations [25]. Going beyond informed consent forms, actual data
protection practices by researchers handling personal data in any
empirical discipline are yet to be investigated in detail.

2.3 Participants’ Trust

Participants’ trust is essential for research, particularly in studies
involving personal data. Without trust, people might refrain from
participating in research or could be less likely to provide honest
responses, which can undermine the validity of research findings
[23, 41]. Researchers, generally, are aware that a trusting relation-
ship with participants is a necessity for their work and understand
it as part of their professional ethics [24].

Krause et al. found in an analysis of poll data that trust in science
is high, especially for controversial topics [34]. While individuals
are skeptical of companies’ privacy-related communications, they
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generally believe information on data handling provided by re-
searchers [55] and expect research to be performed in accordance
with ethical standards [16]. This trust seems to be prominent in
participants’ perceptions of risks associated with data handling:
Even though some participants do not understand the informa-
tion researchers provide, they are unconcerned due to their belief
in scientific standards [31]. From the perspective of participants
interviewed by Guillemin et al., research institutions guarantee com-
pliance with ethical standards [23]. This reliance on researchers’
practices implies a special responsibility for the personal data of
human research subjects.

2.4 Summary

Previous work on data handling practices in research across all
empirical sciences has examined the start of the research process:
informed consent [25, 33, 62] and a possible outcome: data shar-
ing practices [3, 32, 67], as well as highlighted challenges due to
bureaucratic obstacles [7, 69] and legal complexity [29, 64], but has
not evaluated how researchers studying humans manage personal
data throughout the entire research process.

In our work, we fill this gap through an exploratory investiga-
tion of the challenges USP researchers perceive throughout the
complete research process from study planning to publication and
beyond, and the support mechanisms in place to aid them. Through
our additional interviews with DPOs we specifically focused on
institutional processes to aid the researchers.

3 Methodology

To investigate the data handling process in USP human subjects
research, we followed a process of theoretical sampling and con-
tinuous analysis, taken from constructive grounded theory [8].
We first conducted and analyzed interviews with five supervising
researchers (i.e., professors) and eight primary researchers (e.g..,
graduate students) about their practices regarding the handling of
personal data during research. In addition, we conducted one focus
group with five primary researchers to identify uncertainties in
classifying what identifying information is. During the focus group,
further problems in handling personal data were discussed. In order
to investigate the data handling process from a different angle, we
conducted seven interviews with nine DPOs of research institutes.
The purpose of these interviews was to provide both a legal and
an institutional perspective to assess how data handling processes
should be properly implemented. Additionally, we wanted to find
out how institutions support their researchers in complying with
data protection regulations. Figure 1 shows a visual representation
of our process. Our study materials, i.e., the informed consent forms
and demographic questionnaires, can be found in the supplemental
material. The guidelines for all interviews are in Appendix A.

3.1 Ethics

We were very conscious of the fact that our study leads to partici-
pants sharing information on ethical or legal mishaps that could
cause trouble if linked to a participant. To minimize this risk, we
collected very little personal data and fully anonymized our data
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before submission. We weighed this risk against the potential bene-
fit to the research community and future study participants. In our
view, the risk-benefit ratio was acceptable.

The study received approval from our affiliated IRB. Prior to
participation, all participants were informed about the study’s pur-
pose and their rights as participants. Participation was entirely
voluntary, and participants were free to withdraw from the study
at any time without facing any consequences. We also encouraged
participants to ask questions both before and after the study to
ensure clarity and understanding. All data from the surveys and
interviews were collected, stored, and managed in full compliance
with the GDPR.

Despite our work highlighting aspects of data security that
should be improved, we want to explicitly state that all participants
were active in maintaining the security of participant’s personal
data, and we saw no signs of gross negligence. Where issues arose,
we do not blame the researchers; instead, we think these are clear
indications of the need for better processes, support infrastructures,
and tools.

3.2 DPositionality

Since background, experience, and prior knowledge can influence
the data collection and analysis process [19, 46, 57], we communi-
cate these in the following. We are eight researchers working with
empirical methods in USP. R1 and R3-R8 belong to a university that
is subject to the GDPR, while R2 belongs to a university that is sub-
ject to the Swiss Federal Act on Data Protection (FADP). R1-R4 are
PhD students. R5 and R6 are student assistants. R7 is a postdoc. R8
is a professor. All but R5 have experience with qualitative fieldwork
and analysis. In the context of data responsibilities in this work,
R1 is the primary researcher, R2-R6 are supporting researchers,
and R7 and R8 are supervising researchers. Neither university has
centralized data management processes. The IRBs require state-
ments about data handling but not a formal data management plan.
In R7’s and R8’s group, the primary researchers are in charge of
study data and the technological measures to ensure security and
data protection, as well as keeping track of who has copies of the
data. Supporting researchers are in charge of their data and the
technological measures to ensure security and data protection. The
final responsibility of ensuring compliance and long-term archiving
lies with R8, supported by R7. Before embarking on this project,
data minimization during collection, access control, and encryp-
tion were mandated. What was considered identifying data and
the associated risks were discussed on a per-study basis. However,
no formal processes were in place - in particular, there were no
processes to ensure timely deletion of data no longer needed. This
was done by the primary or supervising researchers in an ad-hoc
manner which was not ideal. This was a key motivation for embark-
ing on this work. Since the lack of processes is also a key result we
draw from our analysis, we want to highlight that this is something
we suspected and consequently want to inform the reader of this
potential confirmation bias.

3.3 Recruitment of USP Researchers

We recruited the participants for our researcher interviews in per-
son at a USP community event. This event had an international
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Figure 1: Data collection process for interviews and focus
group.

audience, with approximately 60 attendees, the majority of whom
were affiliated with institutions in Europe or the United States. In
order to participate in our study, researchers had to have conducted
at least one study on a USP topic in the past. We made sure to
recruit PhD students and post-docs as well as professors to ensure
that we had both the perspectives of people who are in the role of
a primary researcher as well as supervising researchers. To main-
tain data integrity, we ensured that participants in the same role
were not affiliated with the same research department. Given the
exploratory nature of our study, which does not test compliance
with specific regulatory frameworks, we included a diverse sample
of researchers from both the EU and the US to capture a wide range
of perspectives. While we acknowledge the differences between
data protection laws in these jurisdictions (e.g., the GDPR in the
EU versus state and federal frameworks in the US), our focus was
on identifying general practices and principles that researchers use
to protect sensitive information across regulatory contexts.

We refer to researchers who actively collect and handle human
subjects’ data as "primary researchers." This is often but not neces-
sarily the first author of a project. Importantly, they need to feel
ownership and responsibility for the data. "Supporting researchers"
are colleagues who also work with the data but in a supporting role
without the same feeling of ownership (often co-authors). Finally,
we call those who oversee a study and manage the primary and sup-
porting researchers "supervising researchers" (often professors or
post-docs). However, these roles are not tied to the positions. We re-
fer to all of these groups together as "researchers." In the interviews,
the professors in the study sample spoke from the perspective of
their supervising role, while the PhD students and post-docs spoke
about their experience in the primary researcher’s role.

Researchers participating in our interview study did not receive
monetary compensation but got a small toy present as a sign of our
gratitude.

3.4 Recruitment of Data Protection Officers

For the interviews with the DPOs, we specifically targeted individ-
uals associated with institutions in Europe and the United States
that had demonstrated expertise in conducting numerous studies in
USP, to reflect the research area of our researcher participants. To
identify appropriate participants, we reviewed the program of the
most recent Symposium on Usable Privacy and Security (SOUPS)
conference and selected institutions known to the authors for their
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strong presence in this area. Using this information, we invited
DPOs from these institutions to participate in the study, reaching
out to them directly via email. We progressively expanded the pool
of invited institutions until reaching data saturation. A total of
25 emails were sent, and DPOs from seven institutions agreed to
participate in the study. As an incentive, we offered to provide a
preprint of the results of our study and an additional compensation
of €30 or $30 based on the location.

3.5 Demographics

We decided to collect only the demographic data we needed to con-
textualize the results obtained from our sample. The demographic
information for the three participant groups (researchers, focus
group, and DPOs) can be found in Table 1. The researchers group
consisted of participants from five countries, with the majority com-
ing from Germany and the USA, and their professional positions
included PhD students, post-docs, and professors. The focus group
was composed entirely of PhD students, primarily from Germany.
The participants in the focus group and the interview group did
not overlap. Six interviews were conducted with DPOs from Eu-
rope and one with a DPO from the U.S. One of these interviews
involved three DPOs working at the same institution, with one of
them serving as the primary DPO. All DPOs were fully qualified
lawyers.

Table 1: Demographics of study participants.

Researcher Focus Group DPO

Demographics n=13 n=>5 n=9
Country
Germany 5 4 5
USA 5 1
Netherlands 1 2
Belgium 1
Switzerland 1 1
Luxembourg 1
Position
Professor 5
Post-Doc 2
PhD Student 6 5

3.6 Data Collection

3.6.1 Researcher Interviews. We approached participants by clearly
explaining the purpose of our study. Although standard interview
practices generally advise against sharing personal opinions or atti-
tudes about the research topic beforehand, we chose to acknowledge
that we saw room for improvement in our own research data han-
dling practices. This intentional deviation from common practices
aimed to foster trust and encourage openness with the participants.
By being transparent about issues we had identified in our work,
we reassured them that our goal was not to assess their compli-
ance with data protection regulations but rather to understand the
challenges and potential issues in order to help the community.
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If a researcher indicated their willingness to participate, they first
completed a short questionnaire. In addition to questions about their
demographics and experience as a researcher, the questionnaire
included an informed consent form. Participants were assigned a
pseudonym to separate research data from contextual demographic
data.

As a warm-up question, participants were invited to discuss a pre-
viously conducted empirical study. Following our semi-structured
interview guideline, we asked open questions about what personal
data the researchers collect in their studies, how they process and
store these data, and when the data are deleted. We explicitly asked
about processes in their organization that guide them in handling
research data. We asked follow-up questions, especially about prac-
tices that could cause issues or that seemed challenging for the
researcher.

All researcher interviews were conducted in person, either in
German or English, depending on the participant’s preference.

All of the interviewees consented to be audio-recorded; one of
the two interviewers, however, took notes as a backup. On average,
the interviews lasted 11.2 minutes, ranging from 4.2 minutes to 17.3
minutes.

3.6.2  Researcher Focus Group. In addition to the researcher inter-
views, we conducted a focus group with five participants to delve
deeper into challenges around handling personal data. This focus
group took place after four one-on-one interviews because we rec-
ognized that many participants were uncertain about what data
types and combinations could be considered identifiers. Given that
this is a complex topic, we felt that enabling a discussion would
be valuable. After obtaining consent from all participants and ex-
plaining the study’s goals, we opened the session by asking what
data researchers consider to be identifiers. This prompted a rich
dialogue among participants.

3.6.3 Data Protection Officer Interviews. To investigate the reg-
ulations and processes that govern data collection from the in-
stitutional view, we conducted seven interviews with nine data
protection officers.

Six of the interviews were conducted online, while we had one
joint meeting with three DPOs of the same institute that was in-
person. Four of the interviews were conducted in English and three
in German. Prior to each interview, the DPOs were asked to fill out
a questionnaire about their professional role, work experience, and
education.

We based our DPO interview questions on themes and open
questions that emerged from our researcher interviews. For the
first four interviews, we started with a warm-up question about
publicly available personal data in research. We continued the inter-
views with questions about the correct process of handling personal
data in the research process, focusing specifically on informed con-
sent, the role of personal data, responsibility, retention periods of
data, the end of an empirical study, and guidelines available for
researchers. We asked follow-up questions where applicable.

According to our process of theoretical sampling and continuous
analysis, after four interviews, we visualized the process described
by DPOs and researchers alike to provide a focus point for the
remaining DPOs when answering our questions; see Figure 2. We
also changed our warm-up question into a more precise question
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about the definition of personal data. This was done since the
previously used warm-up question led to very broad answers that
would serve no further purpose.

Like the previous interviews, two researchers conducted the in-
terview. Again, all participants agreed to be recorded, while we had
one interviewer taking notes as a fallback. On average, an interview
lasted approximately 32 minutes, ranging from 20 minutes to 51
minutes. We ended data collection when we reached saturation for
our research questions.

3.7 Data Analysis

For both interviewed groups, the audio was transcribed and anony-
mized before further processing. Due to the limited time window
of the conference where we recruited researchers, we did not start
formal analysis until after all these interviews were conducted.
However, the data-collecting researchers discussed their findings
and notes at the end of each day. Data analysis was continuous and
ongoing during the DPO interviews to enable us to incorporate
new insights into our data collection process.

MaxQDA! was used for qualitative analysis, following an iter-
ative procedure. We followed a hybrid coding approach, starting
with deductive categories we wanted to analyze and adding subcat-
egories as they emerged inductively from the data.

Starting with the researcher interviews, R1 developed a codebook
based on the first five interviews. The codebook was then discussed
and restructured by R1 and R2 until they reached full agreement.
Using these codes and creating new ones as they emerged, both
coders analyzed all researcher interviews independently. Subse-
quently, all codes were discussed, and discrepancies were resolved
until a full consensus was reached. Both coders jointly reorganized
the resulting codebook to allow for a better overview.

R1 and R2 then analyzed the interviews with the DPOs. Using
the same codebook and again adding new codes where necessary,
each analyzed all interviews. Then, the coders again discussed any
discrepancies until they found a consensus. The final codebook is
available in the supplemental material.

3.8 Limitations

Sample: Our total sample size consisted of 13 primary researchers,
five professors, and nine DPOs. While this provides a diverse range
of perspectives and experiences, the relatively small size of the
sample limits our ability to conduct meaningful quantitative anal-
ysis or make claims that our findings are broadly generalizable
across wider populations. However, it is important to note that the
purpose of this study was primarily qualitative and exploratory
in nature. In line with established qualitative research methodolo-
gies, we did reach theoretical saturation [8] for our analysis. The
researchers we interviewed are primarily from Europe and the
US. We acknowledge that conceptualizations of terms and specific
contents of data protection laws vary between these regions and
individual countries (but also depend on other factors). Neverthe-
less, we combined both samples in this study to provide a holistic
overview of USP researchers’ data protection behaviors. Conse-
quently, this exploratory study adopts a broader perspective on
data protection concepts to accommodate these variations.

https://www.maxqda.com
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Generalizability: We only recruited in the field of USP. These
researchers might handle research data differently from others in
HCI. As an example, researchers in USP, given their familiarity
with privacy issues, may overestimate their own abilities in data
protection. We are planning follow-up research in further domains,
including quantitative surveys, to get a broader view. Still, the DPOs
we interviewed are not only associated with USP researchers but
deal with all researchers working with personal data, indicating
that findings about processes and organizational challenges could
concern researchers regardless of disciplines.

Researcher bias: As USP researchers, we are part of the popu-
lation we studied. As insiders, we might have the advantage of
an especially trusting relationship with the participants: Knowing
that we face similar challenges, participants might have been more
comfortable opening up to us. This is particularly important due
to the sensitive research topic and the potential need to disclose
unethical behaviors. However, being insiders also carries the risk
of bias, potentially blinding us to patterns or behaviors ingrained
in our field.

Confirmation bias: We started this project because we found our
own data handling processes had room for improvement, which
may have introduced a bias toward confirmation of our prior beliefs.
We explicitly discussed these potential biases during the coding and
analysis process. Still, we would like to encourage researchers from
other fields to replicate our findings from an outsider’s perspective.

Social desirability: Given the sensitive nature of our research
topic, we cannot rule out that participants may have responded
in a socially desirable manner. They could have presented their
handling of participant data as being more rule-compliant than it
actually is. Before each interview, we told participants that we see
room for improvement in our data handling processes to counter
this bias as much as possible. We hope that by applying this fram-
ing, the general social desirability bias (i.e., adhering to ethical and
legal standards when dealing with personal data) and the concrete
situational social desirability bias (i.e., confirming our beliefs that
problematic data handling processes occur in research) counter-
acted each other.

Group dynamics: The inclusion of both individual interviews
and a focus group may have introduced variability in data due to
group dynamics. In group settings, such as our focus group and
the three-person interview, dominant personalities may influence
the conversation, potentially suppressing diverse viewpoints and
leading to conformity that might not reflect individual perspectives.

Focus: Our study focuses on data protection practices within the
research community, particularly measures such as anonymization,
pseudonymization, data retention, and access control. However,
data protection extends beyond these security-focused measures
and also encompasses participants’ rights, such as access to their
data, control over its usage, and lawful processing. While we also
touch on privacy-related concepts, such as data minimization, pri-
vacy extends further to include aspects like informed consent, pur-
pose limitation, and broader ethical considerations in research data
usage. While our research provides insights into governance mech-
anisms for securing participant data, a comprehensive examination
of the full scope of both data protection and privacy would require
further investigation.
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4 Results

We greatly appreciate the openness of our study participants in dis-
cussing challenges when protecting research data. To protect them
and minimize the risk of identification, we assign pseudonyms
to primary researchers and DPOs, where 'P’ is for the primary
researcher and 'D’ is for the DPO interviews. For the group inter-
view of DPOs, we further distinguish between interviewees using
pseudonyms D4A, D4B, and D4C. However, we do not assign indi-
vidual pseudonyms to the supervising researchers to further protect
their anonymity, as the number of professors in the field of USP is
comparatively small.

4.1 General Attitude

Although we did not specifically ask, almost all researchers we inter-
viewed explicitly mentioned the importance of rule-compliant and
ethical data handling in their work, underscoring their motivation
to protect their participants’ data. However, we saw uncertainty
when it came to the practical implementation of these principles in
their day-to-day research practices.

From the perspective of the DPOs, regulations, particularly the
GDPR, act as an "administrative burden" for researchers, as D3 notes.
This sentiment was echoed by D5, who, while acknowledging being
"afan" of GDPR, also recognized that its bureaucracy can sometimes
impede research. In this context, D5 described data protection in
research as "a question of motivation." They also highlighted the
tension between regulatory compliance and academic freedom,
noting that adhering to data protection regulations is "not always
easy for researchers" [D5].

In some cases, we observed that the act of participating in our
study led to introspection among the participants. For instance, P7
described the interviews as "a good opportunity to reflect on some
of the things we do." Similarly, the interviews motivated several
members of the DPO group to consider providing more informa-
tional resources and guidance on data protection to researchers.

4.2 Current Practices

To investigate how personal data is currently handled in USP re-
search (RQ1), this subsection highlights findings about current
data handling practices. Through interviews with researchers, we
identified four main stages in the research process that involve
personal data: study design, data collection, data analysis, and pub-
lication. In addition to these chronological phases, we identified
data storage as a cross-stage area critical to the handling of personal
data. In the following sections, we present primarily the findings
from researcher interviews and, where appropriate, interweave the
perspectives of the DPOs to provide an alignment of viewpoints.
An overview of these sectors and their corresponding data handling
processes is provided in Figure 2.

4.2.1 Study Planning. The study planning phase entails defining
what data will be collected, how it will be processed, and securing
approval from an IRB. Researchers begin the study planning phase
by making decisions about what types of data will be collected and
how the data will be managed throughout the study. In addition to
the research observations themselves, personal information is often
collected for logistical reasons, such as maintaining contact with
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participants or sending compensation. The type of data collected
may also depend on the institution’s chosen compensation method.
Some institutions require bank transfers, which necessitates the
collection of sensitive personal information such as full name, ad-
dress, and banking information. Others choose to minimize the
collection of personal information by using alternatives such as
online vouchers or PayPal, which only require an email address.

A central part of the data management process is the creation of
informed consent forms that explain the purpose of the study, the
types of data that will be collected, and the associated benefits and
risks to participants. All participants reported that the informed
consent form included a section detailing the personal information
that would be collected. However, researchers indicated that they
prefer not to specify an exact timeline for data anonymization in
these forms. Instead, they retain all data until the end of the study,
leaving the timeframe for deletion vague. This flexibility allows
researchers to retain data for possible future analysis or follow-up
studies rather than committing to a fixed deletion schedule.

After determining the types of data to be collected, researchers
often need to obtain approval from their IRB and, in one case, create
a data management plan (DMP).

4.2.2 Data Collection. Once the study has been planned and the
necessary data are identified, the next phase involves collecting this
data from participants. In this phase, we observed that participants
differentiated between research observations and contextual data,
such as demographics or contact information. According to several
participants, avoiding the collection of personal data was another
measure, when applicable. This includes avoiding identifiers such
as names or employers in interviews or collecting demographical
data that is not relevant to the research. A further action was to
refrain from the collection of exact data and to collect binned data
instead. An example was P8, who does not ask for the specific
age but only for age bins. As another option, the same researcher
enables participants to opt out when a survey asks for personal
data, although this complicates analysis.

P4 and P8 solved this challenge by not collecting the data from
the participants themselves but outsourcing this task to a third-
party data collection service. This service collects the necessary
data from the participant and only releases anonymous data that is
not linked to any participant.

4.2.3 Data Analysis. After the data collection, the data needs to
be analyzed. Respondents who had conducted interviews before
mentioned that they transcribed the interview records and deleted
the recording after the analysis. The recordings are kept for the
duration of the interview analysis in order to correct any transcrip-
tion errors. Also, as a data protection measure, some participants
mentioned that they do not analyze personal data when it is not
necessary. For instance, P8 explained that IP addresses are collected
but deleted immediately after data collection.

4.2.4  Publication. When publishing research results, the partici-
pants we interviewed take special care not to publish any identi-
fiable information about their participants. This was ensured by
publishing data in either anonymous or aggregated form so that
no connection to the individual person could be made. If there was
any doubt as to whether participants could be identified through a



CHI *25, April 26-May 1, 2025, Yokohama, Japan

Martius et al.

©
>

Stud_y & g Data Collection
Planning | = =

Data Analysis

Publication

!

!

!

S

|

I

|

|

: : |
i |
|

Data Storage @ ]
|

- . |
|

|

|

|

|

Processes

Figure 2: Simplified diagram of identified stages.

combination of data points within a small population, the data were
not published, despite the goal of sharing datasets. Researchers also
mentioned withholding interview transcripts, because statements
could potentially identify participants, especially if the studied
population is small.

4.2.5 Storage. Data storage emerged as a recurring consideration
throughout the research process, particularly when handling per-
sonal data. We discuss two key data protection measures related to
storage. The first, access control, involves the implementation of
technical measures to ensure that only authorized individuals can
access identifiable data, thereby preserving confidentiality. The sec-
ond is pseudonymization and anonymization. Pseudonymiza-
tion involves separating research data from contextual information,
such as demographics, while still allowing for re-identification
through a linking table. In contrast, anonymization completely re-
moves identifying information, ensuring participants can no longer
be linked to their data. At the end of the research process, data is
archived with only the observations retained, without any identi-
fying information.

Access Control. Access control was identified as an important
factor in ensuring the confidentiality of personal data during the
research process. However, our findings revealed considerable vari-
ability in how this was implemented in different contexts. In some
cases, access was tightly restricted; for example, researchers P2 and
P3 reported that they were the sole administrators of the research
data and restricted access to only themselves. In contrast, other
practices were less restrictive. One supervising researcher noted
that access was granted to the entire research group, regardless of
individual involvement in the specific project.

Participants also highlighted the importance of using privacy-
compliant services for storing data. Many reported using their
institutions’ cloud solutions to ensure compliance with data pro-
tection regulations. However, lapses in practice were noted. One
participant stated that despite having access to a privacy-compliant

institutional cloud service, they had sometimes inadvertently stored
personal data in a non-privacy-compliant cloud spreadsheet.

Many researchers further stated that the data would be encrypted
to protect it from unauthorized access.

Pseudonymization and Anonymization. Pseudonymization was
recommended by the DPOs we interviewed as the preferred ap-
proach when anonymization is not yet feasible. Researcher partici-
pants mentioned collecting and storing data separately, using a link
between the datasets. As an example, one supervising researcher
explained using three separate databases for contact information,
demographics, and actual survey content. Other participants re-
ported storing data separately without a linking table. This serves
the purpose of knowing who took part in the study (e.g., for compen-
sation purposes) without needing to link the data back to individual
participants. To minimize risk to participants, DPOs advised that
identifying data should be deleted once it is no longer needed. We
found that many researchers anonymized their data, especially in
interviews and when data has been collected unintentionally.

Archiving. According to the DPOs, after the research project
is completed and the findings are published, the data should be
archived. Proper archiving ensures accountability and may also be
essential for conducting follow-up studies. In most cases, anony-
mized data is sufficient to meet the requirements for accountability.

These anonymization practices varied considerably across partic-
ipants. While some researchers reported deleting personal data that
was no longer needed after publication, others stated that data they
should have deleted may still be stored. One supervising researcher
reported that all raw data, including personal data, is archived in
encrypted form after publication. Despite the intention to delete all
data that could identify an individual participant, researchers were
not certain that this was actually done in their prior studies. As an
example, P7 remarked: "I honestly think, there could still be some
pieces of information in some places, yeah" This deletion some-
times only occurs when researchers happen to think of it, often
triggered at random when they come across completed projects
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and question whether the data is still needed. P2 described that
the data processing outlined in their informed consent information
was adhered to during the project’s runtime, but once a project
was completed, the data management was largely forgotten: "Once
it is completed, it’s out of sight, out of mind." P7 noted that the
fast-paced nature of graduate research contributes to this problem,
as students often move quickly to the next project without ensuring
that all identifiable data from previous projects has been properly
deleted.

Sometimes, researchers do not think of data copies, as P2 men-
tioned that "they are probably still exactly where they were on
my hard drive, on my backup hard drive" This can also apply to
external data collection services since one professor noted that data
was not deleted from the survey platform used: "We didn’t delete
any projects. So [the survey platform] still has everything."

4.3 Challenges

When we investigated the data handling processes of the researchers,
we identified several challenges researchers have to deal with

(RQ2).

4.3.1 Study Planning Phase. One of the most fundamental chal-
lenges is the lack of a common understanding of what constitutes
personal data. While all participants agreed that data types such as
email addresses, names, and IP addresses qualify as personal data,
there was uncertainty about combinations of seemingly anonymous
data points that could still identify individuals, especially within
small or specific populations, e.g., age in a sample where certain
ages occur seldomly.

This uncertainty was recognized by the DPOs, who acknowl-
edged that determining what qualifies as personal data can be tricky
and is context-dependent. D1 explained that "it depends on the in-
dividual case", which was echoed by several DPOs. This variability
complicates the research planning phase, as researchers must nav-
igate these uncertainties while attempting to comply with data
protection regulations.

In many cases, personal data only affects demographics, which
is an accompanying data point and can often be stored separately.
However, in some cases, personal data is part of the observation
data itself, such as when a regression analysis is performed with
demographic co-variates. This makes techniques such as storing
demographic data separately complex and leads to personal data
being stored long-term as needed for accountability reasons.

Compliance with regulations such as GDPR was considered an
administrative burden by multiple DPOs, particularly when it comes
to multi-institution collaborations. For instance, determining re-
sponsibility for data control requires legal agreements between
universities, which can slow down research progress and intro-
duce additional complexity to the data management process. Some
researchers in the U.S. mentioned that they explicitly do not do
research with participants from the EU, or do this only when they
have a European partner that handles the regulation parts.

4.3.2  Study Execution Phase. In some cases, researchers uninten-
tionally collect personal data due to technical limitations. For exam-
ple, one supervising researcher mentioned that survey platforms
like Qualtrics collect IP addresses by default, even when researchers
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do not intend to collect this information. Researchers must actively
disable these settings, a process that requires awareness of the
platform’s default behaviors. Similarly, in qualitative research, par-
ticipants may mention identifiable information such as names or
employers during an interview, complicating efforts to preserve
anonymity.

A recurring challenge is the uncertainty about when to anonymize
or delete personal data. While DPOs emphasized that personal
data should be anonymized or deleted as soon as it is no longer
needed, researchers had different views on the appropriate timing
(i.e., after data collection, after analysis, or after publication). Many
researchers have, therefore, been vague in their informed consent
forms, indicating that data would be kept as long as needed without
specifying clear criteria for deletion. This was done to avoid having
to delete data that is still needed.

In anticipation of potential requests from reviewers for addi-
tional analysis, researchers reported keeping data even after the
analysis was completed and collecting more data than intentionally
intended. In case reviewers require more contextual data than col-
lected, researchers may need to recontact study participants. This
is impossible if the data has already been anonymized and difficult
even if it has not because it increases the burden on participants
and may result in low response rates. For example, one focus group
participant mentioned that their response rate was only about 50%
when they tried to collect follow-up data.

4.3.3 Study Completion Phase. The distribution of data across mul-
tiple locations during the research process poses challenges when
it comes to the deletion of data copies. Personal data is often stored
on collection platforms (e.g., survey platforms), local hard drives,
institutional cloud storage, backup systems, potentially communi-
cation platforms (e.g., email, Slack, etc.), or being physically printed.
Participants reported that these distributed data copies are difficult
to track, particularly when it comes to backups or external data
collection services.

Finally, with pressure to publish and time constraints causing
researchers to quickly move on to the next project, data may not
be deleted at all. This problem is compounded by the long delay —
sometimes months or years — between the completion of a study
and the acceptance of the paper for publication. By that time, the
primary researchers are often already working on their next project
or may have moved on to another institution.

4.4 Formal Processes in Data Handling

We investigated formal processes that research institutions imple-
mented to ensure proper data handling, addressing RQ3.

4.4.1 Data Management Plan. In an effort to address the challenges
associated with data handling, some institutions have developed for-
mal processes to guide researchers. These processes varied greatly
across institutions.

Several institutions encourage researchers to develop a DMP
during the study planning phase. This document specifies what data
will be collected, how it will be managed, and what safeguards will
be in place to ensure that personal data is handled securely. In some
cases, only a simplified form of a DMP is necessary for obtaining
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IRB approval, which incorporates data protection considerations
early in the study design.

However, the treatment of DMPs varies significantly across insti-
tutions. We found one institution requiring the DMP to be formally
submitted, while others only appeal to researchers to create it for
their own use. This variation can lead to differences in accountabil-
ity and how closely data handling practices are monitored. Some
institutions had no requirements for the study planning phase con-
cerning data management.

From the perspective of DPOs, decisions on data collection and
processing are closely linked to risk management. DPOs empha-
sized that the sensitivity of the data collected determines the level
of care and security measures required. While anonymous data is
generally considered risk-free and can be handled flexibly, highly
sensitive data — such as medical or financial information - requires
more stringent protocols to mitigate the risk of data breaches. DPOs
emphasized the need for researchers to ensure that sensitive data is
handled securely, including the implementation of strict access con-
trols, encryption, and clear policies for anonymization or deletion
when the data is no longer needed. DPOs explicitly recommended to
carry out a data protection impact assessment as a tool to formalize
these considerations.

4.4.2 Guidance and Training. While some institutions provide
mandatory data handling training during onboarding or before
researchers are allowed to work with personal data, the majority
of participants indicated that they had not received such training.
One supervising researcher expressed support for the idea, stating,
"As I am having this conversation with you now, I think to myself
that [data management training] might not be so bad."

Some institutions provide internal guidelines or checklists that
researchers can use to ensure they follow proper data handling
procedures. Several DPOs noted that institutional privacy policies
exist but are not specifically tailored to research needs. To com-
plicate things further, one participant (D4B) mentioned that it is
difficult to find the guidelines in the internal information portal.
The guidelines and checklists mentioned across all interviews differ
substantially in several dimensions. In terms of abstractness, they
range from one overarching document on data protection guide-
lines for the whole university to specific templates for the creation
of informed consent forms or DMPs. They vary in scope, including
some very specific guidelines about data protection when reusing
data or guidelines on information security. In the level of privacy
expertise required, they span from accessible tools like an inter-
nal Wiki with explanations to advanced resources, like a checklist
for data protection in research projects that demands substantial
legal understanding and thorough motivation of researchers. All
DPOs mentioned offering advice on the handling of personal data.
Typically, however, this service is only used for studies involving
highly sensitive data or longitudinal research where data handling
changes over time.

In practice, data handling is largely based on trust: Institutions
trust their researchers to comply with data protection rules and laws.
Meanwhile, supervising researchers trust primary and supporting
researchers to handle the personal data of participants responsibly.
In many cases, this trust-based model does not include monitoring
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processes verifying that personal data is appropriately anonymized
or deleted.

Only a few institutions have established formal procedures that
vary in depth. One supervising researcher mentioned that the IRB
protocol includes a closeout form which they have to complete at
the end of the study to verify compliance. One other supervising
researcher and P8 both stated that they have checklists, but only for
their own use since no one verifies compliance with the checklist.

Many institutes only conduct in-depth investigations in cases
where incidents are suspected. Some implement random monitoring
of data handling practices. For certain institutions, DPOs reported
conducting annual reviews of relevant data protection documents
for large longitudinal studies spanning over several years.

We also want to highlight one university having an exception-
ally well-defined process for data handling and the corresponding
responsibilities within a three-level hierarchy in addition to the
researchers themselves. The lowest level consists of data stewards
and their supervisors. The data stewards are employed at each
faculty and assist the researchers in carrying out data protection
impact assessments. Formally, the data stewards’ supervisors are
responsible in case of errors; they review every data protection
impact assessment. On the second level, a privacy team assigned to
the information services department supports all data stewards and
manages policies and procedures. This team also keeps track of all
data protection impact assessments and reviews them annually. The
third level consists of the DPO of the research institution: The DPO
is independent and can monitor all processes, both in an ad-hoc
and a planned manner. The monitoring of specific data protection
measures is done by the most suitable party: For example, data
stewards monitor data retention practices, while the security team
of the research institution audits security-related measures.

Two DPOs mentioned that they plan to implement processes to
further assist researchers in handling personal data. These plans
include providing more research-specific material or a data coordi-
nator to oversee the handling of these data.

One of the most significant points of ambiguity relates to who
is ultimately responsible for data handling. We found a difference
in perceptions of responsibility between primary and supervising
researchers: While most of the primary researchers saw themselves
responsible for the proper handling of personal data, the super-
vising researchers had a mixed view. Two supervising researchers
acknowledged that based on the IRB form, they are effectively
responsible for the process while stating that this is not always
the case in practice. One supervising researcher attributes all re-
sponsibility to the primary researcher, while another one takes the
responsibility upon themself. This supervising researcher made
sure that the data handling of their students complied with inter-
nal regulations: They explained that they regularly check in with
their students about data deletion along the research process, es-
pecially during the analysis stage. Even though these check-ins
happen spontaneously, the supervisor ensures the confidentiality
of participants’ data at the latest during an IRB check-out phase
implemented in their research institution’s processes. In almost all
cases, the responsibilities were not clarified at the beginning of the
study.

The DPOs had differing views on the person responsible for data
protection compliance. While they all agreed that the DPO is not
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the responsible person, there were arguments in favor of both the
primary and the supervising researcher having this role. Multiple
DPOs mentioned that the primary researcher is in charge because
they are the ones who actually handle the data. In contrast, other
DPOs saw the supervising researcher being responsible because
they direct the research and "just send [primary researchers] out
to get the data," as D4A stated. This is especially problematic since
most scientific staff who act as primary researchers only have tem-
porary contracts and are no longer employees of the university at
the end of most retention periods. Nevertheless, all DPOs agreed
that it is necessary to determine in advance who is responsible for
data handling. According to D2, diffusion of responsibility may also
lead to data not being deleted because everyone involved assumes
that any other party will do it.

In the interviews, the researchers did not link their own data
handling processes with the formal processes of their institution.
However, we observed that the "out of mind, out of sight" problem
did not occur for participants whose institutions’ processes required
formal verification of adequate archiving at the end of the process.

5 Discussion

Our study reveals a high level of awareness among USP researchers
for the need to handle personal data in a privacy-conscious manner.
The researchers clearly stated that they believe the topic to be
an important one and presented the many efforts they invest to
protect participants’ personal data. They genuinely intended to
comply with legislation, respect ethical values, and honor the trust
of participants.

Nevertheless, researchers’ success in complying with legal and
ethical mandates varied: While some interviewees reported adher-
ence to strictly regulated processes, others acknowledged that they
had deviated from best practices to some extent in the past. Due to
access control measures, these issues are unlikely to have caused
any harm, although they potentially could.

In the publication phase, errors can be severe: In this phase, non-
compliance can result in the publishing of participants’ personal
data. Consequently, researchers reported that they were very careful
about publishing data points because they understood the potential
impact of errors. In addition, errors would be public, providing
an extra incentive for compliance at this stage, especially when
publishing data as encouraged by best practices in Open Science [15,
43]. Ethically, researchers may have to balance increased research
integrity through openness and data protection through restriction
of access. This can be challenging, for instance, if the complexity
of proper anonymization processes discourages researchers from
sharing [3, 32, 67] or serves as a convenient justification to avoid
complying with Open Science requirements [28]. Nevertheless, in
line with the opinion of the interviewed DPOs, small violations at
other stages before publication could also accumulate and increase
the likelihood of a data breach and, therefore, need to be corrected.

Our research highlighted significant challenges that impede the
straightforward implementation of good data-handling practices.
In the following, we discuss three key areas where improvements
could greatly ease the process for researchers: legal frameworks,
research ecosystem, and organizational factors.
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5.1 Legal Ecosystem

Although the GDPR and similar laws have provided a foundational
framework for data protection, the complexity and variability of
legal obligations remain a challenge for researchers, supporting
results of prior work [69]. Our findings indicate that legal uncer-
tainties at a practical level persist, making it difficult for researchers
to fully comply with data protection laws.

HCI researchers and legal experts have highlighted the need for
more uniform and usable laws for researchers [5, 14, 30]. We support
this view, as we observed that even DPOs sometimes struggled
to apply the law in specific research contexts. This shows that
navigating legal issues is understandably daunting for individual
researchers, especially those without legal training.

Designing more usable legal frameworks is a challenging en-
deavor, as it requires balancing the interests of diverse stakeholders.
Such considerations extend well beyond the scope of this article.

5.2 Research Ecosystem

Our findings indicate that the demands of the academic environ-
ment — particularly time constraints and the pressure to publish —
also contribute to researchers’ difficulties in fulfilling their good in-
tentions considering data protection. In the rush to move on to the
next project, it seems easy to overlook completing data anonymiza-
tion or deletion tasks from previous studies. This "out of sight, out
of mind" issue can lead to unnecessary data storage, even when re-
searchers are committed to following best practices and are willing
to delete data.

However, as stated by some DPOs the importance of research
data to academic careers cannot be overstated. The interviewed
researchers often collected more data than strictly necessary for
the immediate project, anticipating that it may be useful for future
work. This tendency was sometimes reinforced by peer reviewers,
who may request additional demographic or classification data to
contextualize research findings. While additional data may improve
the understanding of results, it conflicts with the principle of data
minimization[49].

Additionally, the academic system encourages frequent move-
ment of researchers between institutions, which further complicates
data management [2, 42]. When staff who were originally respon-
sible for handling data leave, it becomes unclear who should take
responsibility for ensuring that data are deleted or anonymized
in accordance with policies written in the informed consent. This
challenge underscores the need for long-term, institutional over-
sight of data management, as well as clear processes that transcend
individual projects or researchers.

Finally, USP researchers specifically might overestimate their
data protection abilities due to their familiarity with privacy issues.
Moreover, unlike end users who can learn from security incidents
discussed by peers and widely published in the news [48, 50, 51],
the lack of similar documented breaches in academia might lead
these researchers to underestimate the risks in their work.

5.3 Institution’s Ecosystem

The challenges posed by regulatory and academic ecosystems high-
light the need to improve organizational processes to support ethi-
cal data management. While most IRBs require some statements
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about data management during the study planning phase, only
few institutions had centralized processes to support researchers
throughout the project. However, we found that having processes
in place to assist researchers was very valuable. Without these, our
study suggests there is a high risk of personal data being retained
longer than necessary.

A significant institutional issue is the unclear allocation of re-
sponsibility for data management within research teams. As pri-
mary researchers — often graduate students — move on to the next
project or job in their careers, there are no policies in place to ensure
that the research project is completed in terms of proper archiving.
This includes both anonymization before archiving and deletion of
archives after the retention period.

Supervising researchers play a critical role in overseeing their
students’ data protection practices. They should be actively in-
volved in the creation and implementation of DMPs and ensure
that personal information is deleted or anonymized when it is no
longer needed.

At the institutional level, DPOs and other responsible authorities
e.g., data stewards, can help establish clear, formal processes for
tracking data management throughout a project’s lifecycle. This
could include periodic audits or spot checks to ensure compliance
with data retention and deletion policies, especially for high-risk
studies. While we recognize that some institutions have already
implemented such processes, many others have not, leaving gaps
in data protection. Guidance from legal experts and DPOs will be
critical in helping institutions develop these processes in a way that
is both comprehensive and practical.

6 Recommendations

Our investigation into data protection practices within the USP field
has revealed areas that could benefit from enhanced data protection
measures. During our research for this paper, we took deliberate
steps to safeguard participant data by collecting only essential infor-
mation, anonymizing or deleting raw data when no longer needed,
and crafting a privacy policy that clearly outlined our data handling
procedures. Still, despite these efforts, a DPO criticized our policy
for lacking precision and clarity, underscoring how challenging
it can be to meet high privacy standards. Standardized templates
or best-practice frameworks would have been helpful for us in
navigating these complexities.

Although the potential risk to participants due to breaches of
confidentiality in HCI studies generally appears low, we encourage
the CHI community to re-evaluate their procedures, especially for
studies involving vulnerable populations [20, 61, 65] or with sensi-
tive data [4, 36, 47, 61]. To support the community in addressing
these challenges, we offer our recommendations for researchers
and their institutions. The first two apply to all stakeholders, while
the next five address specific roles.

6.1 Process

Based on our findings, we highly recommend a structured data man-
agement process throughout the research lifecycle. The DMP is an
important starting point during the planning phase, but continuous
oversight is vital as the research progresses. Figure 3 summarizes
our recommended process for data handling.
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After each research phase, a brief clean-up phase should be ap-
pended to assess whether personal data is still necessary for the
research purpose. When possible, pseudonymization or anonymiza-
tion measures should be applied. We appreciate that the research
process can be dynamic and objectives may shift; it can be a com-
pletely valid result of a clean-up phase that all data is retained, but
it should be done consciously.

A final, thorough clean-up should take place after publication,
carefully considering which data needs to be archived. Any data
no longer needed should be fully removed from all storage devices,
including external services, backups, and any devices used by sup-
porting researchers who may have had access to personal data.
If personal data needs to be stored long-term to satisfy scientific
best practices, we recommend the use of encryption and/or offline
storage [60].

6.2 Data Management Plan

DMPs are a promising tool to oversee the handling of research
data, and numerous resources exist to guide researchers in their
creation and execution, especially provided by funding agencies
[12, 39]. A notable example is the DMP Online? [12], an online tool
for creating and maintaining DMPs of various pre-defined schemes.
It is suitable for smaller projects due to its straightforward design
which allows for collaboration with colleagues. The default DMP
template provided by the Digital Curation Centre [11] prompts re-
searchers to address ethical aspects of data management in addition
to other core elements. We would like to explicitly emphasize the
following aspects, derived from the underlying questions that the
researchers we interviewed could have benefited from addressing
prior to conducting their studies:

e What data is going to be collected?
— For what purpose?
— What risks are associated with the data?
— What data points could identify an individual?
* When can identifying data be removed?
e What data should be archived after the study?
e What data protection measures are used?
e Who are the primary, supporting and supervising researchers?
e Who has access to what data?
— overseeing the DMP
the technical protection measures
— the in-project clean-up phases
— the post-project clean-up
— the archiving of the data

Future research could evaluate these proposed elements in terms
of exhaustiveness and usability when planning the management
and protection of participants’ data.

Researchers may benefit from institutional assistance to write
and maintain a DMP: Experienced data stewards at research institu-
tions can play a key role by combining legal expertise, Open Science
methods, and case-specific knowledge to guide researchers in bal-
ancing their ethical responsibilities [54, 68]. Digital tools could help
with maintaining a DMP over time, e.g., by unifying data storage
or sending automatic data deletion reminders.

2https://dmponline.dcc.ac.uk/
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Figure 3: A diagram of an example research process with data protection measures. The scissors, lock, and bin symbols represent

the separation, encryption, and deletion of data, respectively.

6.3 Primary Researchers

We recommend a study design process that includes a detailed DMP
as described above. Having such a plan will make it easier to im-
plement sensible protection measures and decide when to remove
data. In case of uncertainties when creating the DMP, primary re-
searchers are recommended to reach out to supervising researchers
and organizational support personnel such as DPOs early.

Researchers should also keep track of data copies made dur-
ing the project to ensure that all personal data can be deleted or
anonymized when it is no longer needed.

6.4 Supervising Researchers

For supervising researchers, such as professors, we recommend
increased oversight of their students’ data protection practices. Su-
pervisors should ensure that a DMP is created early in the research
process and that it is adhered to throughout the project. Ideally,
supervising researchers should have one or more DMP templates
tailored to their research which could be developed in exchange
with the DPOs. This can mean that studies on the usability of
encryption interfaces will have different DMP requirements than
studies about the data protection behaviors of abuse victims. When
publishing data, researchers may follow practical recommendations
for ethical data sharing as proposed by Meyer [38]. After conclusion
of a project, supervisors should ensure that the practices described
in the DMP were implemented and all data was anonymized —
including copies and backups.

6.5 Organizations

We recommend that organizations develop clear policies and proce-
dures to support all researchers in the responsible management of
personal data. This could include providing standardized flowcharts,
DMP templates, or checklists for researchers to follow, as well as
institutional support in the form of consultations or training ses-
sions with DPOs or data stewards. While regular audits of ongoing

research can be helpful [17], this should be balanced to avoid over-
burdening researchers, particularly in low-risk studies, which are
more common in USP than, for instance, medical research. Insti-
tutions should also facilitate the sharing of best practices among
research groups to ensure that common data management chal-
lenges are systematically addressed.

6.6 Policymakers

While the introduction of the GDPR and similar legislation was
an important step, more needs to be done to ensure that the legal
provisions are clear and applicable in specific research contexts.
Legal experts have called for more accessible guidance [5, 30], and
we support this view. Lawmakers should strive to simplify the legal
landscape for researchers by harmonizing regulations across juris-
dictions where possible while maintaining the flexibility needed
for case-specific interpretations.

6.7 Reviewers

Finally, we encourage peer reviewers to consider whether certain de-
mographic or personal data are necessary to contextualize research
findings. Researchers often collect or retain additional personal
data in response to reviewer requests, which may conflict with the
principle of data minimization. Since there can be good reasons for
this, we do not want to discourage this entirely but do recommend
the same level of data protection consideration as during the IRB
process.

7 Conclusion

The protection of research data is not only necessary for compliance
with regulations but also to fulfill ethical responsibilities. The trust
in researchers to protect the personal data of participants is one
of the cornerstones of human subjects research. Motivated by the
issues we identified in our own data management processes, we
conducted the first qualitative examination of USP researchers’
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personal data handling processes to get a better understanding of
what issues they face and how they are addressed. We conducted
interviews and a focus group with 18 USP researchers and nine
data protection officers. We found that researchers were motivated
to protect their participants’ data, but faced many practical issues
which could hamper their efforts and lead to suboptimal results.
Based on our analysis, we make recommendations for the different
actors involved to aid them with the task of research data protection.

7.1 Future Work

We focused our investigation on the USP domain, which could be a
best-case environment. Therefore, it would be interesting to look

at other areas of HCI and also other disciplines working with per-

sonal data that do not have a security and privacy background to

investigate how they compare to USP. Since our study was qualita-

tive, a quantitative follow-up study would be valuable to assess the
prevalence of common issues and best practices. While our work
primarily focused on the confidentiality of participant data, privacy

and data protection extend beyond these aspects to include partici-

pants’ rights, lawful data processing, and regulatory compliance.
Future research could explore these dimensions in greater depth.
Another avenue for future work is to evaluate the impact and us-
ablity of interventions such as a DMP or standardized templates
and to develop tools supporting the data management process.
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Interview Guides

A.1 Researcher Interview Guide

o Warm-up: What kind of empirical studies have you con-
ducted in recent years?

e What kind of personal data have you collected, particularly
identifiable data?

e How do you handle personal data during the course of the
study?

e What processes are in place to ensure compliance?

A.2 DPO Interview Guide 1st Verstion

e Warm-up: In studies, such as interviews or surveys, per-
sonal data is often collected, which requires special handling.
How does it work with publicly accessible information, such
as your email address? To what extent does it count as per-
sonal data?

e What would the correct process for a researcher look like?
(We followed up until all of the following points have been
addressed.)

— What is the role of informed consent?

- Who is responsible for ensuring data is deleted?

— Which data must be deleted or anonymized?

— Are there any data that must be retained? In what form?

— Are there guidelines or training available for researchers?

— Are there processes enforcing compliance?

— When is the study considered complete? What are the
timelines?

— How is this handled in international collaborations? Are
there differences between countries, within and outside
the EU?

e What is the role of the DPO in this process? Does the DPO
have oversight over what happens?

e What is PII/personal data? What are considered identifiers
(IP addresses, survey panel IDs, email addresses, demograph-
ics)?

e Can you provide us with any documents?

A.3 DPO Interview Guide 2nd version

e Warm-up: In studies, such as interviews or surveys, per-
sonal data is often collected, which requires special handling.

e What is personal data in empirical data? What are consid-
ered identifiers (e.g., IP addresses, survey panel IDs, email
addresses, demographics)? Does it make a difference regard-
ing data protection if data are publicly available?

Martius et al.

e What would the correct process for a researcher look like?
(We showed the figure of a typical research process. We followed
up until all of the following points have been addressed.)

— What is the role of informed consent?

— Who is responsible for ensuring data is deleted?

— Are there guidelines or training available for researchers?

— Which data must be deleted or anonymized?

— Are there any data that must be retained? In what form?

— When is the study considered complete? What are the
timelines?

— How is this handled in international collaborations? Are
there differences between countries, within and outside
the EU?

e What is the role of the DPO in this process? Does the DPO
have oversight over what happens?

e Can you provide us with any documents?
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