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ABSTRACT
Researchers often place a strong focus on statistical significance
when reporting the results of statistical tests. However, effect sizes
are reported less frequently, and interpretation in the context of
the study and the research field is even rarer. These interpretations
of effect sizes are, however, necessary to understand the practical
importance of a result for the community. To explore how Usable
Security & Privacy (USP) and HCI researchers interpret effect sizes
and make judgments on practical importance, we conducted survey
and interview studies with a total of 63 researchers at CHI and
SOUPS 2023. Our studies focused on Cohen’s d and odds ratios
in two USP and one HCI scenario. We analyzed which artifacts
researchers consider when judging effect size, and found miscon-
ceptions and variation between the participants, highlighting how
difficult judging statistics can be. Based on our findings, we make
concrete recommendations for improved reporting practices around
effect sizes.

CCS CONCEPTS
• General and reference → Surveys and overviews; • Human-
centered computing→ Empirical studies in HCI; • Security
and privacy→Human and societal aspects of security and privacy.
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1 INTRODUCTION
Interpreting effect sizes is a vital aspect of quantitative research,
which is often overlooked. It is common for researchers to focus
on p-values and statistical significance rather than interpreting
effect sizes to judge the practical importance of the results. In many
cases effect sizes are not even reported in publications in Human
Computer Interaction (HCI) in general [38, 43], or Usable Security
and Privacy (USP) [26] specifically. As researchers in this domain,
focused on using the statistical tools we have to answer our domain-
specific research questions, we understand this issue: Deciding
which effect size to use for a statistical test is often not straight-
forward, with e.g. multiple effectsizes available for a statistical test
like an ANOVA: e.g. generalized or partial 𝜂2, 𝑜𝑚𝑒𝑔𝑎2, and 𝑓 2 [46].
We have encountered this issue in many situations: When deciding
which effect size measure to use and how best to report it, when
trying to compare findings across studies or when deciding which
effect size to use in a power analysis based on prior work.

Interpreting effect sizes can be challenging. There are two major
kinds of effect sizes. Simple effect sizes show the size of the effect
in the units of the dependent variable [5], e.g., the mean time dif-
ference between two groups in seconds. Unitless effect sizes are
independent of the units in which a variable is measured. They in-
clude standardized effect sizes and risk estimates such as odds ratios
where variables are categorical. Standardized effect sizes are a form
of unitless effect size normalized with the sample variance [5], e.g.,
Cohen’s d. Simple effect sizes might be more intuitive to interpret
but cannot be compared directly between studies using different
units of measurement. Unitless effect sizes are theoretically more
comparable between studies, but as we show, in practice they are
less intuitive. To make matters worse, the scales of the different
unitless effect sizes are not uniform, meaning that researchers must
develop a feeling for each of the measures separately. This vari-
ety makes it harder for researchers to interpret these values [21]
and may be a reason why they are not used frequently [26, 38, 58].
Our results show researchers can use the scale of one measure to
judge the effect of another by mistake. Even when effect sizes are
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reported, they are often not interpreted or merely judged using a
set of standard guidelines such as Cohen’s small, medium and large
ranges for d [15]. A contextual discussion of the importance of an
effect for the research subjects or the community, i.e. the practical
relevance of the effect, is mostly missing.

We aim to understand how USP and HCI researchers interpret
and judge the importance of effects, to improve effect size interpre-
tation in USP and HCI papers. Research in HCI is very diverse, such
that tools and methods are adopted from many other fields [64, 65].
USP can be considered similar in the adoption of methods, and is a
comparably new field, which faces the additional challenge in em-
pirical work, that security or privacy are often not users’ primary
task [20]. We chose USP as a subfield of HCI for this study, since
we are most familiar with the domain and thus have an overview
of methods used and possible research questions in this field. We
also believe that HCI researchers in general have some experience
with USP topics through overall exposure online. Finally, making
wrong decisions in the domain of USP technology leads to obvious
and direct harm, which we used in our study design to explore how
differing levels of criticality influence effect sizes judgments. In this
paper, we present the results of interviews and surveys conducted
at the the ACM CHI Conference on Human Factors in Computing
Systems (CHI) and the Symposium on Usable Privacy and Security
(SOUPS) in 2023 about HCI and USP researchers’ interpretations of
odds ratio and Cohen’s d effect sizes. We picked these two effect
size measures because they are relatively common in our research
domain and, in our opinion, offer a good balance between com-
plexity and straightforward study design, meaning that we could
present them in a reasonable time in a user study. We explicitly
decided to use effect sizes which we have seen used in the USP
literature, rather than evaluating understanding of effect sizes pro-
posed as easier to understand [11, 29, 50, 68], but not used as much.
We started by investigating the following research questions:

RQ1: Which factors influence researchers’ judgments of effects
a) regarding the size of effects?
b) regarding the importance of effects?

We use aspects of constructive grounded theory [14], e.g. adapt-
ing our survey and interview methods to investigate new questions
arising during the data collection. The surveys focused on RQ1
a) and b) and specifically the relationship between effect size and
how important an effect is in practice by presenting between one
and two scenarios and asking participants for their views on these
aspects. In our first interview study, we explored the judgment pro-
cess in an in-depth way to gather insights into RQ1. In the second
interview study, we focused on a new research question:

RQ2: What are researchers’ misconceptions about the Cohen’s
d and odds ratio effect sizes?

We found that researchers’ perception of effect size did not al-
ways follow common standards for size judgment such as those
proposed by Cohen [15]. Various descriptive statistics, p-values, par-
ticipant numbers, and the effect sizes themselves played a large role
when participants interpreted the research results in our vignettes.
Beyond these artifacts presented in the vignette, participants used
context and the point of view of those affected by study results
for their judgment. We find the aforementioned aspects of effect
size judgment to be important, but often missing from reporting of

results. Conversely, many of the misconceptions about Cohen’s d
and odds ratios in our studies can be traced back to confusion over
the variety of existing effect sizes and differences in their inter-
pretation. We make several recommendations on how effect size
reporting can be improved in USP and HCI papers, to lower the
risk of misinterpretation.

2 RELATEDWORK
We present theoretical background on the concept of effect sizes
and their use in HCI and USP and summarize related work on
understanding effect sizes.

2.1 Theoretical Background
In quantitative analysis, researchers investigate the relationship
between one or more independent, or predictor variables, and one
or more dependent or outcome variable(s). Effect sizes measure
the strength of the relationship of independent variables with de-
pendent variables [21]. There are many different types of effect
size [45]. Simple effect sizes report the size of the effect in the units
of the dependent variable [5], or directly derived from these units,
e.g. as a percentage difference. In contrast, unitless effect sizes are
independent of these units and aim to be comparable across studies.
Types of unitless effect sizes are standardized effect sizes, which
are normalized with the sample variance [5], e.g. Cohen’s d, or
risk estimates such as odds ratios where variables are categorical.
Another categorization of effect sizes differentiates between the
d-family, considering group differences, like Cohen’s d, the r-family,
considering measures of association, like Pearson’s r [67], or risk
estimates comparing different groups, like the odds ratio [22]. Es-
pecially for risk estimates, the base rate of the risk is important
to evaluate the meaningfulness of an effect [22]. Some effect sizes
additionally incorporate corrections, e.g. for sampling variability
(adjusted 𝑅2) or for shared variance (partial 𝑟 ) [22].

While there are equivalents of effect size indices used in other
forms of statistical analysis, such as Bayes Factors or regions of
practical equivalence in Bayesian analysis [42, 49], null hypothesis
significance testing (NHST) is commonly used in HCI [40]. Effect
sizes as discussed in this work are often used in conjunction with
NHST. To further contextualize effect sizes, we briefly summarize
other concepts from NHST.

The most general form of NHST involves comparing the null
hypothesis of no effect, which assumes no relationship between in-
dependent and dependent variables, and the alternative hypothesis,
which does [21]. A p-value not larger than a specified 𝛼 thresh-
old serves as the criterion to decide whether the null hypothesis
can be rejected. It represents the probability of getting results at
least as extreme as those which were observed in the sample if
the null hypothesis is correct [21]. Commonly the threshold of
𝛼=0.05 (5%) is used for this decision, although there is debate on
the topic of p-values in general, and the threshold of 0.05 specifi-
cally [69, 81]. While the effect size is a point estimate, confidence
intervals (CI) enable communication about the uncertainty of these
estimates. Corresponding to the threshold of 5%, a 95% CI is the
most commonly used type, including the true population value of
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the estimated parameter in 95% of samples selected using a cor-
responding random sampling design [21]. The more precise an
estimate is, the narrower the CI becomes.

Finally, we clarify terminology regarding significance of results.
There are two types of significance, statistical significance, com-
monly associated with p≤.05 in NHST, and practical significance,
which refers to the consequences of an effect, e.g. for society as
a whole. These two types of significance can, but don’t have to
correspond, which we elaborate using two example studies. Imag-
ine a census-level study measuring 5$ more income per year, for
unionized workers vs non-unionized workers. Due to the large
sample size, this effect is statistically significant, but very small
and not practically relevant. If this study was replicated by a stu-
dent sampling their acquaintances, the same results are still not
practically relevant, but will likely not be statistically significant
either. In contrast, inspired by Kirk [44], imagine an early study on
a new Alzheimer’s treatment, where 8 out of 10 participants in the
treatment group remember at least 50% more names of their friends
and family compared to the placebo group. This effect improves
quality of life for participants and thus is practically relevant but
due to the small sample, the effect is not statistically significant. If
this study is repeated with similar results in a larger sample, the
effect will be both statistically significant and practically relevant.

In this work, we also use the related term importance when we
refer to judgments of practical relevance because we deemed im-
portance to be more subjective and wanted participants to include
their frame of reference. This also avoids overloading the term sig-
nificance and drawing participants’ attention to the dichotomy of
the two significances.

2.2 Effect Size Use
Even though organizations like the American Psychological As-
sociation (APA) [3] make recommendations regarding effect size
reporting, these are not always applied in practice. In HCI, Nielsen
and Levery were unable to conduct many formal analyses in their
early meta-analysis on comparing usability measures, since the sta-
tistical reporting in their literature basis lacked sufficient detail [53].
Reviews of HCI publications and a meta-analysis in software en-
gineering also noted issues in statistical reporting [12, 38]. Of 49
award-winning papers at CHI’20 which included hypothesis tests,
only 8 (16%) reported either non-standardized or standardized effect
sizes [43]. Similarly Salehzadeh Niksirat et al. found that reporting
of descriptive statistics, clearly stating the test procedure, and re-
porting of test statistics and p-values was largely sufficient at CHI,
but reporting of effect sizes and even more so, CI, was lacking [70].

Prior work on completeness of statistical reporting in USP from
2006 to 2016 found that many of the reports were incomplete, as
well as not APA-compliant [26]. In a survey of work in developer-
centered usable security from 2010 to 2021, even simple hypothesis
tests were often not reported in sufficient detail to be able to conduct
power analysis [58].

Guidelines for interpreting effect sizes exist [15, 66] but are crit-
icized as being insufficiently context-focused or not taking into
account other influencing factors like the study method [22, 76].
Even Cohen himself cautioned against using the guidelines indis-
criminately when proposing them [15](p.532). This warning has

largely gone unheeded. There have been proposals for adjusted
guidelines based on actual effect sizes common in specific research
areas [10, 55, 61] but not yet in USP. Plonsky and Oswald describe
considerations when interpreting effect sizes, like the methodologi-
cal quality of the study, the maturity of the research domain and
practical significance [61].

2.3 Metastudies about Effect Sizes
Metascience analyzes research methods and current practice and
aims to improve them [36]. Le Pochat and Joosen provide an overview
of metaresearch conducted in security [48]. Communication of re-
sults is discussed in this work but more in the context of vulnera-
bility disclosure and publication bias [48].

Priorwork investigated understanding andmisconceptions about
various statistical concepts in different domains [13], such as p-
values [28, 80, 82] and effect sizes in medicine [82], and power [17]
and confidence intervals [18, 32] in psychology. Participants in
these studies were undergraduate or graduate students [13, 18, 32],
researchers [17, 32], statistics teachers [28] or doctors [80, 82].

Focusing on effect sizes, Hanel et al. asked their layperson partic-
ipants for their subjective rating of informativeness of five different
effect size measures, the Bayes factor, and standard significance
statements and found that Cohen’s U3, which is the proportion of
the second group, which has smaller values than the median of
the first group, was rated most informative effect size, followed
by the probability of superiority [29]. Probably due to habituation,
significance reporting without an effect size was also rated very
informative [29].

Understanding of effect sizes is often studied through visual-
izations, since they are a more accessible form of communicating
results than inferential statistics. Only presenting averages without
estimates of uncertainty can lead to participants overestimating
the effectiveness of interventions [37, 43]. Variability measures aim
to improve this, and those that could be explained in an accessible
way performed better, although prior work does not agree which
variability measure is best [33, 37, 43]. Hofman et al. found that
making the variation in individual outcomes apparent, in the form
of an animation of multiple possible samples from an underlying
distribution led to the best estimates [33]. On the other hand, Kale
et al. found that showing densities, without explicitly specifying
the means was most effective [37], while in Kim et al’s study, the
probability of superiority performed best [43]. Kim et al. also found
that presenting results through simple analogies with well-known
phenomena (like height differences by age) was able to reduce mis-
perceptions [43]. Prior work comparing two tasks involving effect
sizes, size estimation and decision-making, found that participants
performed differently at these tasks, with low scores in the first task
not necessarily corresponding with low scores in the second [37].
This suggests that effect size interpretation differs depending on
the task [37].

While prior work focused on specific statistical concepts in iso-
lation, or researchers’ and laypersons’ misperception of effects, we
provide insight into how researchers in USP and HCI judge effect
sizes, when they are presented in the context of a result section, and
we compare a security-related research question to a non-security
related one.
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3 EFFECT SIZE REPORTING AT SOUPS AND
CHI’23

To provide a baseline of effect size reporting in the communities
where we conducted our research, we analyzed effect size reporting
in 33 SOUPS and 47 CHI USP papers published in 2023. We focused
on USP publications because our vignettes also originate from
this context. We identified the CHI USP papers by searching the
conference proceedings for sessions and papers including including
the keywords “security” and “privacy”. For retrieved sessions, we
included all papers in our sample, individual papers were included
if they contained the keywords in the title or if we judged that
the abstract showed that privacy or security were a main topic of
the work, i.e. part of the research question. We excluded types of
content other than papers, i.e. we did not consider workshops, case
studies, journal presentations or similar.

In this sample, 43 papers (CHI:28, SOUPS:15) reported a hypoth-
esis test, with 30 (CHI:22, SOUPS:8) reporting at least one unitless
effect size. Of these, 13 (CHI: 10, SOUPS: 3) provide some size
judgment for the effect. For example Kanei et al. [39] reference a
methodological publication when they write that they “considered
𝑝ℎ𝑖 or Cramer’s V >.10 as small effects, >.30 a medium effect, and
>.50 a large effect [14]”(citation in quote from original paper). Some-
times effect size judgments are present without such references to
the scale used. Depending on the readers’ familiarity with effect
sizes, they can then determine that most frequently and as in the
quote above, Cohen’s guidelines for effect size judgment [15] were
used.

Only 4 CHI papers offered further interpretation of the effect
size or a justification of the size judgment. For example, Borgert et
al. [9] discussed the impact of their significant age effect in depth:
“Keeping in mind that the underlying regression including every
demographic factor only could explain 5.1% of variance in CySESH
scores and our high sample size likely was the only factor that
enabled detection of this very small effect, we argue that the age
effect is not large enough to imply generalizability problems.”

We consider our findings in this sample an upper bound on the
proportion of effect size reporting. While we assessed whether
papers reported or explained unitless effect sizes at all, this does
not necessarily apply to all the analyses within the publication.
Effect size reporting in our samples is in a similar range to [70] in
2023 and suggests an improvement from 2020 [43]. However, in
our sample, deeper discussion of effect sizes and size judgement
justification was sadly not common.

4 STUDIES
We conducted two iterations of our study (two surveys (-s) and
two interviews (-i) per study) to get multiple angles of insight into
how USP and HCI researchers interpret and understand effect sizes,
specifically odds ratio (OR), and in the second iteration, Cohen’s d.
We chose OR because we believed it to be one of the common and
more simple unitless measures since it is based on amounts and
percentages, however many participants in our first iteration had
trouble with it, so we added Cohen’s d as another commonly used
effect size measure in our second iteration. Table 1 has an overview
of the study iterations and the research questions at the focus of
each and Figure 1 gives an overview of the process of the studies.

We recruited HCI and USP researchers at CHI for the first study
iterations S-CHI-i and S-CHI-s, and SOUPS for our second iterations
S-SOUPS-i and S-SOUPS-s in 2023. Our participants saw a vignette
with information about a research question, a corresponding study,
and results, including a description of the effect size. After reading
the information, we asked the participants about their interpreta-
tion of the presented effect, its size and importance. After analyzing
the results from these studies, we conducted an interview with a
statistics consultant to consolidate our findings. Due to continued
contributions after the interview, the consultant later joined us as a
co-author on this work. In the following, we describe the design and
development of our study and our findings from multiple iterations.

4.1 Positionality
Researchers’ experience, knowledge, and beliefs contribute to the
interpretation and planning of research [23, 57, 71]. In describing
our methods, we try to make it clear when our background influ-
enced research decisions. R1 and R2 conducted and analyzed the
interviews. R1, R2 and R3 planned the studies and interpreted the
results. R4 (P-E as a participant) contributed to the theoretical back-
ground and recommendations, after joining as a co-author. R1, R2
and R3 are part of a research group in usable security and privacy,
i.e. at the intersection between the HCI and security communities.
In this group, we use both qualitative and quantitative methods
in our research, although R2 has more experience with qualitative
research. R1 and R3 are also involved in teaching an undergraduate
course including a crash course in inferential statistics, and, R1’s
research focuses on the use of research methods in USP, including
effect sizes and power analysis. We consider ourselves as part of
the demographic studied in this work and have fallen into many
of the traps discussed in this paper. R4 works as a statistics consul-
tant at a research organization, working with researchers like our
participants. His scientific background is in sample planning and
data quality for surveys.

4.2 Ethics
Our project was approved by the ethics review board at one of
our institutions. We complied with the General Data Protection
Regulation. Data was collected anonymously and we informed our
participants about the study and our data collection process before
the start of their participation.

Among the participants of each of the two recruitment phases,
we raffled three times 100€. Participants could opt-in to submit their
e-mail address to a raffle, which was not connected to the rest of
our data collection, after finalizing their participation. They could
enter in the raffle once per vignette they worked on. Interview
participants entering the raffle were added twice to reflect their
larger time commitment. For S-SOUPS-i, participants could also
receive a small cuddly toy for their participation.

4.3 Measurement
We were interested in several concepts1. We asked participants for
a judgment of importance about the presented effect, distinguish-
ing whether it was important or not important. We also measured

1We mark important concepts in bold font in this section.
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Figure 1: Process of survey and interview studies

Study Recruitment Target Data
collection

Research
question ES Vignette

S-CHI-i CHI’23 HCI
researchers interview RQ1

general OR
warning adherence
& (password manager or
consistency checker)

S-CHI-s
CHI’23,
associated
social media

HCI
researchers survey RQ1

a) + b) OR password manager,
consistency checker

S-SOUPS-i SOUPS’23 USP
researchers interview RQ2 OR, Cohen’s d

warning adherence
& (password manager or
consistency checker)

S-SOUPS-s
SOUPS’23,
associated
social media

USP
researchers survey RQ1

a) + b) OR, Cohen’s d password manager,
consistency checker

Table 1: Overview of the studies presented in this work

participants’ judgment of size of the effects presented in the vi-
gnette, and its relation to the judgment of importance. Participants
could judge the effect to be small, medium, or large. We honed
in on this by asking for a numerical threshold where participants
would start considering an effect to be important, and where they
saw the borders of the three effect size categories. To ensure that
participants had similar knowledge, we provided a basic definition
of the effect size measure before they submitted their thresholds.
To measure confidence in their assessment, we asked participants
how sure they were about their judgment of the size of the effect,
using a fully labeled six-point scale question.

We varied some parts of the vignette to explore possible influ-
encing factors on participants’ judgment. Scenario refers to the
research questions and the study goal presented in the vignettes.
We aimed to present vignettes of different criticality and used three
different types of scenarios: password manager adoption, consistency
checker adoption, and TLS warning adherence (for details see Sec-
tion 4.4). To see whether participants’ views on criticalitymatched
our own, we asked them how severe they thought the negative out-
come in the vignette would be, using a fully labeled five-point scale
question.

We also varied the conventional size of effect presented in the
vignette between small,medium and large according to Cohen’s con-
ventions [15]. We used these despite criticism of the guidelines [41,
73], to examine whether researchers’ individual judgments match
conventional ones.

The second scenario for the interviews was randomly assigned
to either password manager or consistency checker. In the survey,
we did not use the warning scenario due to its complexity. Instead,
we randomized the order of the password manager and consistency
checker scenario. The conventional effect size was randomized
across participants but stayed the same within a participant, al-
though we adjusted the numbers slightly so that they were not
exactly the same.

We recruited researchers with different research backgrounds,
either in USP or researchers in HCI without a security background,
to see if these two groups interpreted the security and non-security
related effect sizes differently.

4.4 Vignettes
We hypothesized that judgment of effect importance could be af-
fected by the (security) criticality of the scenario, i.e. the harm or
good that could befall the individual user, in addition to the effect
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size and the number of people affected. Therefore we developed
three different scenarios for the vignettes:

password manager concerning an intervention improving
password manager adoption.

consistency checker concerning an intervention improving
the adoption of a tool for consistency-checking for slide
decks.

warning adherence concerning the efficacy of a scarier browser
security warning for self-signed certificates.

In our view, the adoption of password managers is more critical
than the adoption of a consistency checker since we judged the
severity of the consequences of weak passwords to be worse than
for potentially badly formatted slides. We added the warning ad-
herence scenario, since the benefits of scaring users into warning
adherence are debatable [30, 79], and we wanted to see whether
this ambiguity affected participants’ judgments.

For each scenario, we created three versions with different con-
ventional effect sizes. The studies presented in the vignettes were
not real results and we informed the participants about this before
the study. The statistics presented were coherent, so inferential
statistics matched descriptive statistics. The OR effect sizes were
presented with the 2-way Fisher’s exact test. A complete labeled
example vignette is in Figure 2 and the full text of all varieties can
be found in the supplemental material.

4.5 Conventional Effect Size
We chose values for small, medium and large effect sizes according
to Cohen [15], in the lower-middle range for each of these categories.
Due to the lack of well-known guidelines for OR, we converted
Cohen’s d to OR using Haddock’s formula [27] with 1.18 as the
recommended average correction factor [62].

Effect sizes, p-values and sample size are linked, but we wanted
to isolate the effect of the changing effect sizes as much as possi-
ble, especially since related work suggests that p-values influence
judgment on effect sizes [25]. We chose a number of participants
that was high enough so that p would be <.001 for all levels of
conventional effect size to avoid different statistical significance
levels influencing participants’ judgments. We chose the base rate
of the positive outcome (technology adoption/warning adherence)
so that participant numbers, though high, were still in a realistic
range for end-user studies in USP.

4.6 Surveys and Interviews
The study process for survey and interview participants is shown
in Figure 1. The survey questions are in the supplemental material.

The interviews are based on the surveys. Due to the interviews
being conducted at a busy conference venue, and to reduce possible
privacy concerns, we did not record audio during the interviews.
Instead, the interviewer was assisted by a second researcher who
took notes during the interview. We used a tablet to show partici-
pants the vignettes and questions and for them to answer demo-
graphic questions, but they answered our interview questions orally.
To focus the interviews on the judgment of importance (RQ1b), we
removed the threshold questions for the judgment of size and the
corresponding confidence questions from the survey.

4.7 Recruitment
Our target demographic was researchers in USP and HCI. S-CHI
took place at CHI 2023. We approached attendees for interviews
at the conference venue and personally distributed flyers in public
spaces. We selected potential participants of different ages, which
we hoped would correlate with different career stages, and explic-
itly combined snowball sampling with approaching researchers
we did not know. After the conference, we published our call for
participants for the survey on the CHI Discord server with the
permission of the Virtual Chair and to get access to more partic-
ipants. Finally we published our call in a research-oriented Slack
channel [78], which one of the authors was a part of. We asked
participants to share the survey with their colleagues. We mostly
conducted individual interviews, but in two cases (once at each
conference) we conducted a joint interview with two participants
by request.

4.8 Participants
Information on the participants are in Table 2. We interviewed
one additional person in S-CHI-i, but removed their data from the
study at their request. Some participants declined to answer part
of the questions, and in joint interviews, we could not collect full
demographic data, since the demographic questions were included
in the survey used to present and randomize the vignettes and
as such at most one of the participants in joint interviews could
answer them in the survey. Consequently, numbers in the table will
not always add up to the full number of participants for a study.
Even though CHI is not a USP-specific venue, 9 of 42 participants in
S-CHI had a research focus on security and/or privacy and we count
them as USP researchers when discussing differences between the
two groups. The rest did research in various other topics, with no
field dominating.

4.9 Data Analysis
The two authors involved in conducting the interviews jointly ana-
lyzed the interview notes. We used a mixture of deductive coding
based on our study design and measurement strategy, and induc-
tive coding for other participant statements for S-CHI-i, e.g. when
participants discussed approaches to making judgments that we
had not considered in our study design. We discussed our findings
with colleagues and refined the codebook based on this. The survey
data were analyzed graphically and with summary statistics using
R [63], and these summarizations were included in our qualitative
analysis process. We refrain from making generalizations about the
population, instead using the findings from the surveys to corrob-
orate our interview findings. Since the results of our survey and
interview studies complement each other, we report them together
but specify the data source in the text.

4.10 Changes in S-SOUPS
We provide a brief summary of our findings from S-CHI here to
contextualize the changes made to our survey and interview proce-
dure for the second iteration of studies (S-SOUPS). We defer a more
in-depth discussion of our findings from both studies to Section 5.
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Vignette example Structure

A study investigated the difference between the adoption of a formatting tool, which enables consis-
tency checking and adjustment of presentation slides, in a baseline group that received a general
introduction to the tool and an intervention group that additionally was informed that professional-
looking slides had a greater impact.
2100 Participants used the formatting tool during the study. Two weeks after the end of the study, they
were asked whether they were still using the formatting tool or not.

Research question and study
design

511 out of 1050 (48.7%) of those who received the intervention were still using it.
224 out of 1050 (21.3%) of those who did not see the intervention were still using it.

Descriptive statistics

Fisher‘s exact test showed that this difference was statistically significant (p<0.001, odds ratio = 3.50, 95%
CI=[2.88, 4.25]). The effect size (Odds ratio) is 3.50.

Inferential statistics

This means that the odds for the participants to continue to use the formatting tool in the intervention
group were 3.50 times higher than for participants to continue to use the formatting tool in the baseline
group.

Effect size explanation -
only present in S-CHI

Figure 2: Example of the vignette for a conventionally large odds ratio effect size in the consistency checker scenario. The
bolded content in the vignette represents variable values which change depending on the conventional effect size or scenario.

study S-CHI-s S-CHI-i S-SOUPS-s S-SOUPS-i

N participants 30 12 9 12

research
method

quantitative 6 2 1 2
qualitative 5 3 2 3
both 18 6 6 6

career stage

Master’s 1 2 - -
Phd 18 2 5 4
Post-doc 3 1 - 4
Professor 3 4 4 4
Industry 4 1 - -

effect size
experience

Cohen’s d 16 7 4 6
Odds ratio 5 3 4 4
other 8 2 3 3
none 11 1 1 4

research topic USP 5 4 9 12
Table 2: demographics of study participants

The size of effect was a prominent factor for interviewees when
judging the importance of the effect, but size and importance thresh-
olds varied widely across participants. Participants also took into
account other factors.

Since only 8 out of 42 participants in S-CHI had experience with
OR, we extended the vignettes to present two effect size measures,
Cohen’s d or OR in the vignettes, for the second iteration (S-SOUPS).
We chose Cohen’s d because it was themost frequently named effect
size in S-CHI and we were interested in getting more insight into
researchers’ judgment of a unitless effect size where guidelines for
judging size are common.

The vignettes presenting Cohen’s d reported a t-test and addition-
ally included the appropriate test statistic and degrees of freedom
since this is commonly reported with this type of test. Descriptive
statistics for Cohen’s d were means and standard deviations instead
of amounts and percentages. The order of effect size measure was

randomized, and if a participant worked on two vignettes, they
were exposed to both measures. We did not include an effect size
explanation in the vignette, since Cohen’s d does not lend itself
to a statement that doesn’t already include a full explanation of
the effect size, i.e. introducing the standard deviation as the unit of
difference between means. To be consistent, we removed the expla-
nation from the vignette for the odds ratios as well. However, we
gave explanations before asking participants to specify boundaries
for the size and importance categories:

Cohen’s d: Cohen’s d measures the difference between two
means, normalized using the standard deviation, so that a Cohen’s
d of 1 represents a difference of 1 standard deviation between the
two means. Cohen’s d of 0 means the means in both groups are the
same. The higher Cohen’s d is, the larger the difference between
the means is.
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OR:An Odds Ratio (OR) is the ratio of two odds. An OR=1 means
the odds of an outcome are the same in both groups. An OR >1
means the odds are higher in one group than the other. An OR
between 0 and 1 means the odds are lower in one group than the
other.

During S-CHI-i we also noticed our participants’ uncertainty
when discussing effect sizes. In the responses to the threshold ques-
tions in S-CHI-s, we identified misconceptions about OR, e.g. values
that are not in the range of possible values OR can take on, or sub-
mitting the minimum (null effect) or maximum as thresholds for
a size category, or importance. To explore this in more depth, we
added a second research question: What are researchers’ misconcep-
tions about the Cohen’s d and odds ratio effect sizes? and updated
our interview procedure.

There were two blocks of questions in our interview guideline for
S-SOUPS-i, which is in the supplemental material. The first block
focused on participants’ understanding of the effect size measure
used in the vignette (RQ2), and probed participants to explain it,
e.g. by asking about its minimum and maximum value. This part
was skipped if the participant indicated that they had no knowl-
edge of the effect size. To debrief participants, we then showed the
explanation used in the survey and asked them if there were any
changes to their understanding and to summarize the explanation
in their own words. The second block of questions was similar to
the questions in S-CHI-i about the judgment of importance to get
more data for RQ1b. Additionally, we asked for a research question
in the participant’s research area, where even a small change would
be important to find, to get participants thinking about the practical
relevance of effects.

Finally, some interviewees from S-CHI-i showed uncertainty
about the phrasing in our question measuring criticality, so to alle-
viate this we changed the phrasing for S-SOUPS.

4.11 Recruitment and Participants in S-SOUPS
We conducted S-SOUPS at SOUPS 2023, and followed a similar
approach there, as for S-CHI. SOUPS maintains a Slack channel for
communication between conference attendees, which we used to
recruit for the survey, in addition to flyers.

General information on the participants from S-SOUPS is also in
Table 2. Since we recruited at SOUPS, we consider all participants
as researching in the field of USP, but we asked them to specify a
sub-field in an open question, and also received a wide variety of
answers.

We followed a similar data analysis approach as in S-CHI and
re-used our codebook in S-SOUPS where applicable, but due to the
different focus of our interviews, we also inductively added new
codes.

4.12 Expert Interview
After data analysis for S-CHI and S-SOUPS, we consolidated our
findings in an interviewwith a statistics consultant who works with
USP researchers. We introduced him to our study methodology and
the results from S-CHI and S-SOUPS and then discussed how the
researchers who consult with him handle interpretation of research
results, and how their misconceptions and interpretation problems
compare to our findings. After he expressed interest in the topic

during the interview, we invited him to collaborate with us on this
project. He explicitly consented to the de-anonymization that his
co-authorship introduces.

Our expert participant has a background in survey statistics,
specifically sample planning and data quality, with a Master’s de-
gree in statistics, and a PhD in economic and social statistics. He
works as a statistics consultant affiliated with a research organiza-
tion. In this role, he initiates methodological research and advises
PhD students and faculty on statistical and methodological ques-
tions in their own research. We refer to him as P-E throughout the
results and present findings from the expert interview directly with
the other results.

5 COMBINED RESULTS
In the following, we present results from both iterations of our
study, as well as the expert interview. We explored the relationship
between participants’ judgments of size and conventional effect
size guidelines (RQ1a), factors influencing participants’ judgments
of the importance of effects (RQ1b) and comprehension of the effect
size measures (RQ2). For the analysis of the survey data for RQ1,
we filtered out all judgments concerning a particular effect size
from participants who had misconceptions about that effect size,
since those judgments are likely not reliable. Out of the original 60
vignette responses from 39 participants, we retained 43 responses
from 28 participants. We conducted a secondary analysis of the
responses from those participants with misconceptions and selec-
tively report interesting findings from this analysis. To analyze
misconceptions (RQ2) we retained all 60 responses.

5.1 Understanding of Effect Size (RQ2)
In our survey demographics, we asked participants which effect
sizes they used in their own research to get an understanding of
their experience with these statistics. We describe the experience
our participants had with using OR and Cohen’s d in Table 2. For all
groups of participants, Cohen’s d was used as or more frequently
than OR. Some of the other effect sizes used by our participants in
S-CHI include variants of 𝜂2, commonly used with ANOVA-type
analyses (4 in S-CHI-s, 1 in S-CHI-i), regression coefficients (2 in
S-CHI-s, 1 in S-CHI-i), and correlation measures (2 in S-CHI-s, 1
in S-CHI-i). Bayesian effect sizes, phi, 𝑅2, and Cohen’s f each were
named once. In S-SOUPS, participants also used effect sizes besides
the ones our study focuses on, e.g. omnibus effect sizes used in
regression, namely 𝑅2 (2 in S-SOUPS-i), correlation measures and
regression coefficients. We provided selectable options for the effect
sizes in our study, OR and Cohen’s d, but all other mentions were
self-reported, which could have lead to underreporting for these
other effect sizes, especially where it might not have been clear
what statistics can be considered as effect sizes. This may be the
case, e.g. for correlation coefficients, which are reported as both
test statistics and effect sizes in publications. One participant in
S-CHI-s also discussed simple effect sizes, but did not see these
as effect sizes, answering “none. I mostly use means and sd”. On
the other hand, a participant in S-SOUPS-s took the contrary view
on the value of simple vs. unitless effect sizes, stating they use
“direct, real-world measures that aren’t ’standardized’”. One of the S-
SOUPS-i participants also mentioned using non-standardized effect
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sizes. Even if participants don’t use effect size measures themselves,
the encounter them when reading literature, so we believe that
understanding of effect size is important regardless.

We found misconceptions and misunderstandings of effect size
measures in both interviews and surveys. In the surveys, we gave
participants an explanation of the effect size measure before asking
them to specify the upper and lower thresholds for what they would
consider a medium sized effect. We also asked them to specify from
what threshold they would consider an effect important. OR can
be expressed as values between 0 and 1 and equivalent values over
1. For better comparability, we asked participants to submit their
thresholds as values over 1. Cohen’s d can take on values between
−∞ and ∞, although often, absolute values are <1. If there is no
effect at all, OR=1 and Cohen’s d = 0.

Of the three thresholds participants submitted, there were 26
values that indicate misconceptions. These include 5 OR values
below 0, which are not valid values for this statistic, six instances of
using OR=1 as a threshold, even though OR=1 is the null effect, and
six instances of using OR=0 as a threshold, although this is a maxi-
mum for odds ratios. Three participants gave OR-thresholds below 1
even though we had instructed them otherwise. While these could
have been valid OR thresholds if used consistently, this was not
the case. Among all three participants, the importance threshold
was submitted as a value smaller than 1, and at least one of the
size thresholds were values above 1, so the participants were not
consistently considering a different baseline category when submit-
ting the thresholds. Two of these submissions also included other
misconceptions. A higher value submitted for the lower threshold
of a medium effect than for the upper threshold appeared three
times for OR and once for Cohen’s d. For Cohen’s d, we also judged
one occurrence of a threshold d>3 as a misconception since such
effect sizes are very uncommon. There were 10 participants with at
least one misconception for OR, 1 with a misconception for Cohen’s
d and 1 with misconceptions about both effect size measures, so
12 out of 39 participants displayed misconceptions and 27 did not.
Participants’ submission could entail more than one misconception.

We compared subjective measures of how certain participants
were in their judgment of effect sizes to the number of miscon-
ceptions in their submissions. We calculated an average over the
three different instances we asked for a participants’ confidence in
their answer for Figure 3. It shows that regardless of whether sub-
missions include misconceptions, participants are insecure about
their effect size judgments. While comparatively more qualitative
researchers are exhibiting high levels of uncertainty, the number
of mistakes made is not larger than for researchers using more
quantitative methods. Confidence does not appear to be associated
with the number of misconceptions as an objective measure of
participants’ understanding, e.g. one of the participants with the
most misconceptions nevertheless was sure of their answers. Many
participants in S-CHI-i and S-SOUPS-i also expressed insecurity, e.g.
asking questions about effect size or stating that they were merely
guessing in their judgments. When asked to explain the meaning
of the effect size of the study in their own words in S-SOUPS-i,
some participants were not able to state anything concrete, even
when prompted for the value in case of a null effect. These partici-
pants were then shown an explanation of the respective effect size,
instead of later in the interview, to avoid causing frustration.

Figure 3: Number of identified problems in submitted Co-
hen’s d or OR thresholds per participant vs. average confi-
dence rating per participant over all submitted thresholds,
grouped by participants’ research focus. We juxtaposed qual-
itative researchers with all other research focuses. This in-
cludes 23 researchers using both qualitative and quantitative
methods, seven purely quantitative, one primarily Bayesian,
whom we counted as quantitative and one researcher who
did not answer this question. Points are only jittered verti-
cally.

In S-SOUPS-i, we recognized some misconceptions from the sur-
veys when prompting our participants for minimum and maximum
possible values of a type of effect size. We identified a broad theme
of unclear value ranges, where participants were generally unsure
about the maximum possible value for either effect size. For OR
the minimum value being 1 was unintuitive for participants, and
we saw cases where OR<1 were believed to be smaller than OR=1.
P-E hypothesized that some of the confusion was due to mistaking
odds ratios for log odds ratios, where “what one is for odds ratio, is
zero [for log odds ratio]”. Participants also explained OR as a ratio
of probabilities, instead of a ratio of odds, referring to “likelihood”
in their descriptions, e.g. OR=3 meaning that one group is 3 times
more likely to have a specific outcome than the other. However,
depending on the base rate of the outcome, the odds ratio and the
probability-based risk ratio can differ substantially. Imagine a two-
group study with 4 participants per group, where 1 out of 4 in group
A receive a negative outcome and 2 out of 4 in group B also do so.
The odds for a participant in group A to get a negative outcome is
1/3, while the risk is 1/4. For a participant in group B, the odds to
get a negative outcome is 2/2, and the risk is 2/4. Consequently, the
OR here is 2

2/
1
3 = 3, while the risk ratio is 2

4/
1
4 = 2. Higher base

rates of outcomes lead to larger differences between odds ratios
and risk ratios [59]. This misconception is well-known in medicine
and public health research [34, 59]. Several participants confused
Cohen’s d with Cohen’s 𝜅 , a measure of inter-rater reliability, e.g. in
qualitative analyses. For Cohen’s 𝜅, 1 means maximum agreement
between coders, with values between 0.8 and 1.0 conventionally
discussed as almost perfect agreement [47]. For each effect size mea-
sure, at least one participant also saw a direct relationship between
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Figure 4: Comparison of two ways to categorize effect size:
participants’ judgment as selected from the options in the
survey (depicted by different color, see legend), and Cohen’s
conventions (x-axis), converted for OR (right)

the sample size and the effect size, which is also a misconception,
in that a larger sample size does not change the value of the effect
size, but rather the certainty of the estimated effect size, i.e. the
confidence intervals around the effect size become smaller.

Our explanation of the effect size statistics helped some of the
participants in S-SOUPS-i. Six interviewees who had not been able
explain Cohen’s d in their ownwords felt they understood the effect
size better after our explanation, and an additional interviewee
correctly updated their initial understanding. Understanding of OR
improved for 4 interviewees who did not know OR and 1 person
who did.

P-E described another misconception, where researchers “equate
an effect size in the sample [...] effect sizes which could be found in
the population”. This is exacerbated by the fact that truly random
sampling is rare in the behavioural sciences [31], and especially for
specialized populations like software developers, administrators,
researchers, etc. [1, 7, 52]. This means that the effects seen in studies
may not generalize. P-E suggested using confidence intervals in
addition to p-values, to enable readers to gauge uncertainty and
counter this misconception.

5.2 Judgment of Size of Effects (RQ1a)
Participants’ judgment of size of effects in the surveys is compared
to Cohen’s effect size conventions [15] in Figure 4. For OR, we
converted the guidelines from Cohen’s d to OR, so they are probably
not familiar to participants. Here, the participants’ judgment does
not match with the conventions. Instead, all three conventional
size categories are represented in all three categories as judged
by the participants. For Cohen’s d, where the conventions apply
directly, our participants’ judgment mostly corresponded to them.
This suggests that well known conventions for size judgments may
override participants’ own judgment of effect size. This could be
problematic since Cohen himself stated that his thresholds had “no
more reliable a basis than [his] own intuition” and should only be
used if no other options are feasible [15], p.532.

5.3 Judgment of Importance of Effects (RQ1b)
We investigated factors which could influence participants’ judg-
ment of importance for our vignettes: size of effect, context (by

Figure 5: Comparison of judgment of importance based on
Cohen’s conventions (converted for OR, on the left) and par-
ticipants’ judgment of size (right), grouped by scenario

using the three scenarios), and consequences of participant be-
haviour, i.e. criticality. Through the interviews, we identified two
other factors: point of view, and other numbers in our vignette
besides the effect size (e.g. p-values or descriptive statistics).

5.3.1 Size. Based on the surveys, the right side of Figure 5 sug-
gests that for their own judgment of sizes, participants largely
judge small effects as unimportant and large and medium effects
as important for our vignettes. Considering participants with mis-
conceptions (see Figure 7), we find that this observation holds, as
effects judged to be large or medium by the participants tend to also
be considered important. Since we used OR>1 in our scenarios, the
common assumption of larger absolute values being better would
hold even for less understanding of the effect size. However, the
relationship is not true when applying Cohen’s standard. Since
participants’ judgment of effect size does not always align with
Cohen’s guidelines, here even small effects (as per Cohen) were
considered important. Nevertheless, in the vignettes the tendency
towards large effects being judged as more important and small
effects as less important is visible on the left side of Figure 5, too.
The data from our vignettes suggests that a larger effect size is
associated with more importance, but mainly based on participants’
personal judgment of sizes instead of Cohen’s.

However, when considering the thresholds for important effects
participants specified, we see that both for odds ratios (Figure 6a)
and Cohen’s d (Figure 6b), the threshold for what participants would
consider an important effect in the given scenario is sometimes
lower than conventional medium or even small effects. In general,
importance and size thresholds for Cohen’s d, and OR vary widely
within our sample.

Since we found this very interesting, in S-SOUPS-i we explicitly
asked participants to think of a research question where detect-
ing even a small effects would be important. In the end, 9 of 13
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(a) OR effect size, conventions converted from Cohen’s d, 4 values of 10 or above excluded from figure

(b) Cohen’s d effect size

Figure 6: Distributions of submitted thresholds for importance, lower and upper boundary of medium effect size (ES), for
different vignette scenarios and ES measures

participants were able to describe such a scenario. Examples were
detecting ads that are inappropriate for minors, increasing confi-
dence in cyber security through games, or noise and real data being
similar enough that an attacker cannot distinguish between them.
However, three participants stated that in their field, only small
sample sizes are possible, so small effects are unlikely to be detected,
three participants explicitly stated that small effects could never
be important in their field, and four participants had difficulties
describing such a scenario. Participants could fall into multiple of
these groups.

5.3.2 Context. To investigate the influence of context on judgment
of importance, we chose different scenarios for our vignettes, which
we thought would affect participants judgment. When constructing
the scenarios we judged a small improvement in password manager
adoption as an important achievement, while we considered any
size of improvement in a slide consistency checker less important.
This is due to our research focus on security and privacy. However,
comparing the top and bottom row of Figure 5 shows that our
participants saw things differently and highlights our personal
bias in the choice of scenarios. For both scenarios, six participants
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Figure 7: Participants judgments of effect size and impor-
tance, grouped by scenario and research background. Sample:
Only participants with misconceptions

judged the presented effect to be unimportant, and 15 found the
effect in the consistency checker scenario important compared to
16 in the password manager scenario. To our surprise, 5 of the 6 par-
ticipants considering the effect in our password manager scenario
unimportant had a research background in USP.

Judging by their submitted importance threshold, three of the
15 S-CHI-s and S-SOUPS-s participants exposed to both scenarios,
found the effect more important in the consistency checker sce-
nario, and six in the password manager scenario, but six chose the
same importance threshold in both scenarios. Interestingly, when
only taking into account participants with misconceptions, the
effect in the password manager scenario was perceived as impor-
tant by 6 out of 7 people judging this scenario whereas the effect
in the consistency checker scenario, was judged as important by
5 out of 10 participants (see Figure 7). Again, having a research
background in USP did not correspond to considering the effect
in the password manager scenario to be more important. We hy-
pothesize that participants with misconceptions focused more on
context than on numbers presented in the scenario than those with
more understanding, since this can be judged without statistical
knowledge.

At the same time, participants in the surveys and the interviews
mentioned context influencing their judgment. One interviewee in
S-CHI-i put it as: “Comparing an elephant to the earth, it‘s small,
but compared to a mouse it is big”. Participants, especially in S-CHI
mentioned medicine and critical infrastructure as areas where ef-
fects would be considered more important: “[Importance] depends
on the topic and the population. Using a password manager is not
the same as curing cancer.” (from S-CHI-s). Comparing the impor-
tance thresholds between scenarios in Figure 6, the distribution for
the password manager scenario for OR is somewhat wider for lower
values, but also has more single higher values than the consistency
checker scenario.

5.3.3 Consequences. We asked participants to assess the outcome
of the study described in the vignettes to gauge the relationship be-
tween the consequences of the research (criticality) and judgment of

importance. It is unclear, in that effects may nevertheless be judged
as important even where outcomes were not judged as severe or
beneficial. However, when effects were judged as unimportant, the
outcomes were not judged as very severe or beneficial.

5.3.4 Point of view. “Point of view” was only brought up by par-
ticipants in S-CHI-i. Participants considered who was affected by
an effect. In most cases, the participants first viewed the vignette
from their own point of view. This was especially apparent in the
browser warning scenario, where they judged the probability of
a man-in-the-middle-attack to be low for themselves. Sometimes
participants then went on to consider groups more at risk from the
consequences of such an attack. A point of view that we had not
anticipated was that of companies trying to sell software. When
participants took on this point of view, the type of software (pass-
word manager vs. consistency checker) did not matter much since,
for companies, selling their product is the priority.

5.3.5 Other numbers. Artifacts from our vignette, i.e. other nu-
merical values than the effect size, were a prominent influencing
factor in both S-CHI and S-SOUPS, but especially in S-SOUPS-i. Par-
ticipants commonly used p-values to judge importance, equating
statistical significance with practical significance. Related work [25]
and P-E also discussed this and P-E hypothesized that this is due to
“often needing something significant to be able to publish”, which
is commonly discussed as publication bias [4, 74]. Furthermore,
participants used reference values stemming from their own ex-
perience or from a source they could not name at the time of the
interview to distinguish between important and unimportant ef-
fects. One participant in S-SOUPS-i described this as “intuition”.
For the browser warning scenario with OR, participants hypoth-
esized about the base rate of true positive warnings to judge the
effect of improving warning adherence. A higher base rate means
that the consequences of not adhering to warnings affect more
people, making effects improving adherence more important. In
our vignette, we did not provide a base rate since we wanted to
see whether participants would bring it up out of their own accord.
Participants used the number of participants to judge the validity of
the findings and the quality of the study. Finally, some participants
did not specify which numbers from the vignette they used.

5.4 Comparison of HCI and USP researchers
We did not find clear differences between participants doing re-
search in USP and HCI. Participants in S-CHI-i discussed a wider
range of factors influencing their judgments than participants in
S-SOUPS-i, but this was independent of their research focus. Partic-
ipants in S-SOUPS-i more often referred to numbers in our vignette
for their interpretation, but this may also be a side effect of the
interview protocol in S-SOUPS-i, where we asked more questions
about the value of the effect size. In the survey, we did not identify
any trends or differences between the two groups of researchers.

6 LIMITATIONS
First, due to our recruitment strategy, our sample is not represen-
tative of HCI or USP researchers. Approachability and availability
played a role in recruitment. We also got recommendations from
participants on who else might be interested in taking part in the
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study, introducing snowball sampling. While this has some draw-
backs it is useful to recruit hard to reach participants [16]. Since
the interviews were done in person at the venue, we did not get
to interview researchers who participated online. However, online
participants were able to participate in the surveys. We tried to
balance these limitations by sampling purposefully and success-
fully recruited individuals working on different research topics
and in different stages of their careers. While we had planned to
conduct individual interviews, we had to adjust this in two cases
when another person joined the location we were at and expressed
interest in our study. We were initially unsure whether two joint
participants would influence each other’s answers, however, their
perspective on the scenarios differed and we gained interesting
insights through their discussion.

The sample size in our surveys was not sufficient for inferential
statistics or to make generalizable statements, so we used the find-
ings from the survey to add context to our interview findings. We
only used three vignettes and two effect size measures that cannot
cover the full scope of USP and HCI research, especially considering
that researchers may be more familiar with different effect sizes
than the ones investigated in this work. Finally we are influenced by
our biases as USP researchers. Nevertheless, we gained insights on
factors influencing participants’ judgments in different scenarios.

7 DISCUSSION
In our work, we found that many of our participants misunder-
stood aspects of unitless effect sizes and statistical reporting in our
vignettes. Empirical work on effect size interpretation is rare com-
pared to p-values, where misconceptions are well-documented [8,
28, 80, 82]. In psychology, a pre-print by Schäfer reports on a sur-
vey where size judgments were mostly made based on Cohen’s
conventions, and only about half of the participants requested fur-
ther information apart from standardized effect sizes [72]. O’Keefe
documents misunderstandings in the interventional research lit-
erature, where effect sizes are interpreted as the size of effect for
a single invention, when they actually result from a comparison
of two conditions [56]. Critique of the status quo of effect size re-
porting and interpretation is common across fields however, e.g. in
exercise science [19], psychology [24] and education [6, 77], with
recommendations provided that support our findings of influencing
factors and existing misconceptions.

We identified a number of factors relevant when judging whether
an effect is important, such as the context and researchers’ point
of view. Thus our main take-away and recommendation is that
authors reporting statistics add a discussion of effect sizes and their
interpretation of size and importance to help guide readers. With-
out this there is a high risk of readers misjudging the results. As the
authors, they are the most knowledgeable about their study, data
and analysis and are best positioned to judge the practical relevance
of their results. However, our study suggests that many researchers
are currently not familiar with or uncertain about effect sizes, most
obviously for the two we investigated in our study. However, stan-
dardized effect sizes are not the only way to judge the relevance of
results. Unstandardized effect sizes in the units of the studies may
be more meaningful and easier to connect to concrete outcomes.
Further options for interpretation include those we identified in

our study, e.g. considering context or who is affected by the results.
Some other possibilities for communicating about effect size include
using visualizations for the main hypotheses, although these are
not without pitfalls [33], or using effect sizes which are easier to
interpret [11, 29]. The binomial effect size display (BESD) [68] and
the common language effect size (CLES) [50] have been developed
as alternatives that are easier to interpret, especially for people un-
trained in statistics. CLES can also be described as the probability of
superiority. Brooks et al. investigated this by comparing BESD and
CLES to the Pearson correlation coefficient r and the coefficient of
determination 𝑅2, derived from it [11]. They found that BESD and
CLES were indeed perceived as easier to understand, but also as
larger than r or 𝑅2, which may be useful for cases where effect sizes
are at risk to be misperceived as being smaller than they are in the
general population but researchers and practitioners are aware of
the clear benefit of a treatment and want to communicate this [11].
Where effects are at risk to be overvalued, such as in research com-
munities generally suffering from publication bias [35], this may
be less desirable. Hanel and Mehler conducted a survey to compare
subjective informativeness of significance statements without effect
sizes to Cohen’s U3, the probability of superiority, the overlapping
coefficient, Bayes Factors and Cohen’s d [29]. Cohen’s U3 was rated
most informative, but surprisingly still less informative than signif-
icance statements without effect size information [29]. The authors
attributed this finding to an exposure effect, given that participants
were likely more familiar with mere significance statements rather
than effect sizes [29]. Considering that the applicability of effect
sizes also depends on the analyses conducted, determining which
effect sizes should be used to make research results understandable
is still an open problem.

Another key finding is that we saw researchers interpret the
same effect size numbers presented in a vignette differently. This
means that “small” or “large” effects may mean different things
to different people, both in different contexts but even within the
same context. The size of effects considered important also varies
between effect sizes as well as within and between contexts. The
variation we found can be due to misinterpretation of statistical
values but also legitimate different views. We think it is important
to minimize the chance of misinterpretations and support different
views. A small effect size can still be important depending on how
many people are affected and in what way. It is also possible for a
large effect to not be particularly important for the same reasons.
Thus while generic guidelines for judging effect size such as those
from Cohen [15] can be helpful as an initial frame of reference, our
results suggest that there is not one unified scale for USP or HCI.

Considering all this in combination with the fact that currently
in USP and HCI it is not common for effect sizes to be reported
consistently, it becomes even more likely that results are hard to
interpret correctly. However, there are a couple of fairly simple
modifications on how results are reported that authors can make
which we believe would make it easier for readers to interpret their
results.

8 RECOMMENDATIONS
Use reporting guidelines. In fields such as psychology andmedicine,

multiple guidelines exist on how to report statistical results [2, 3, 75].
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Using guidelines, such as CONSORT [75], has been shown to im-
prove reporting of study procedures [60]. While some aspects of
these guidelines, e.g. statistical genetics [2], do not apply to USP or
HCI, the sections on reporting outcomes offer a good foundation
we would like to build upon. The guidelines are in agreement that
“the minimally sufficient set of statistics [...] needed to construct the
tests” [3] (p. 81) should be reported, although exactly what this data
encompasses is different across guidelines, and test-specific [2, 3].
Both discuss effect sizes and variability but differ on how they
should be reported [2, 3]. Our summary of what is relevant from
these guidelines in the context of our study is as follows: For hy-
pothesis tests, researchers should report - where applicable - the
exact sub-group sample size per test, an effect size, statistics neces-
sary to be able to recalculate the test, e.g. test statistics, degrees of
freedom etc., and exact p-values or confidence intervals. Based on
our study, we propose to extend these guidelines as follows:

Explain effect size measures. We picked OR and then Cohen’s d
because we believed them to be common and fairly simple, however,
as we saw, not all our participants were familiar with them. Thus,
providing a short explanation or a reference to used effect sizes
and their characteristics in a methods or data-analysis section can
make the results more accessible to researchers not familiar with
them (RQ2).

Report both unitless and simple effect-sizes. The reporting guide-
lines we studied mostly focused on unitless/standardized effects
sizes. However, our studies showed that researchers had trouble
interpreting these, particularly if they were unfamiliar with the
measure. Thus we believe that simple effect-sizes should also al-
ways be reported, to aid interpretation. Both forms of effect-size
have strengths and weaknesses, so offering both seems beneficial
to us.

Interpret findings. While reporting effect sizes is an important
first step, we think it is not enough.We recommend that researchers
qualify their findings with a short qualitative interpretation. As we
saw in our studies, what is considered important, large or small can
vary. Since the authors are the subject matter experts, we believe
their assessment is very valuable for the reader (RQ1). 2 We also
explicitly recommend not to rely on conventional scales such as
those by Cohen [15], since our results suggest that there is too
much context-based variation.

Interpret Power. As we saw, even small effects can be considered
important, but many studies are under-powered [58]. There can
be legitimate reasons for this, but it is important to help readers
understand if important effects might be detected with a larger
study.

There are two additional recommendations we want to put up
for discussion which might be more controversial:

Move Test Statistics into Supplemental Material. Test statistics (e.g.
t, u, degrees of freedom) were not explicitly used by our interview
participants when interpreting effects size. However, they can make
results sections with fully reported hypothesis tests cumbersome

2For tests, where a priori power analysis was conducted, authors should reference
decisions about the practical relevance of effect sizemade in advance, when interpreting
the findings.

to read, while adding little to improve interpretability. In our view
their main benefit is that they make statistical analyses verifiable,
enabling e.g. reviewers to check statistics for coherency [54] and
making it a little harder for bad actors to create fake data. To find a
middle ground between completeness of reporting and readability,
these values could be reported in supplemental material, instead
of in the main body of the paper, if they are not explicitly used for
interpretation. Ideally this would be done in a machine-readable
format.

Consider not reporting p values. There is an on-going debate on
the value of reporting p-values, see e.g. Wasserstein et al. [81] for a
perspective criticizing p-values andMurtaugh [51] for a proponents’
view on p-values. While our study did not look at the effect of
p values, since this has already been done in related work, we
nonetheless observed some interaction. Despite the fact that we
held p values constant in an attempt to not confound our study of
effect sizes, participants mentioned using p values in their judgment.
We think reporting confidence intervals instead of p values has two
main benefits. It avoids biasing the effect size judgment and at
the same time highlights the uncertainty/range of possible effect
sizes. So we would recommend replacing p values with confidence
intervals. The meaning of the interval can and should be contained
in the authors interpretation.

9 CONCLUSION
We conducted survey and interview studies, and an expert inter-
view to explore HCI and USP researchers’ perception of effect size,
specifically Cohen’s d and odds ratio. We gathered their views on
what they consider small, medium and large effects and what they
consider important by using different vignettes. We found that
judgments of size and importance varied between researchers, and
identified additional factors contributing to these judgments. To
improve research practice we suggest connecting statistical results
and researchers’ domain expertise to interpret research results with
a focus on practical importance.
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